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             ABSTRACT: 

In France the multitude of weirs that exist in rivers could affect the quality of aquatic 

ecosystems. The current context of recovery of the good state of watercourses, dictated by 

the European Water Framework Directive, requires understanding of their impact, in order 

to address operations of river restoration. One of the risks connected to this kind of structure 

is the loss of lotics characteristics of streams, in favour of lentics characteristics. In fact, 

they cause a reduction in speed flow, favouring the formation of zones with lentic flow. 

Through the study of thermal stratification, the major discriminant between running and 

stagnant waters, the aim of this study is to understand the nature of rivers situated upstream 

weirs, using four study sites. Results show that the presence of a weir is not synonymous of 

substitution of the lotic characteristics of a watercourse. Lentic behavior of waters has only 

been observed when certain environmental and hydrological conditions have been met in 

the reach. 
 

Key-words: Weirs, Thermal stratification, River ecosystem, Water Framework Directive. 

1. INTRODUCTION 

In Europe, the context of improvement and preservation of water quality dictated by 

the Water Framework Directive requires the identification of the causes of alteration of 

aquatic environment, to guide renaturation efforts (Roche, et al., 2005). The profuse of 

hydraulic structures that characterize fluvial landscapes of Europe are one of the possible 

causes of the degradation of river quality (e.g. Tricart et al., 1991). Therefore, it is crucial 

for water resources administrators to determine the impact of this type of infrastructures.  

The rivers of metropolitan France are potentially exposed to degradation caused by 

hydraulic structures, because of their diffusion on the country's rivers. Among these 

structures there are weirs, omnipresent within the French hydrographic network. In a 

watercourse, the presence of a weir causes a modification of its hydraulic conditions, whose 

most remarkable effect is the formation of a zone of slow flow velocity upstream (Csiki & 

Rhoads, 2010). This speed reduction could be such as to provoke a sort of dam effect, 

favouring the formation of zones of lentic flow (Malavoi & Salgues, 2011) and the 

substitution of lotic features of the watercourse by lentic characteristics (Souchon & 

Nicolas, 2011), but studies to confirm or invalidate it are missing for French contexts.  

Are watercourses upstream weirs converted into stagnant water bodies or do they retain 

their current water characteristics? Through French case studies, using the water 

temperature parameter, which is the main cause of water density stratification, the objective 

of this study is to try and answer to this question to give a better understanding of the 

effects of weirs on aquatic environments.  
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2. STUDY AREA  

To provide an answer to the issue, two study areas were equipped, chosen in climatic 

contexts typical of metropolitan France, to consider two types of hydro-climatic situations. 

The first site is in the Mauves river, a tributary of the Loire river that flows for 45 km in the 

department of Loiret, in the west of the Orleans agglomeration. The geology of its 

watershed is mainly characterised by Beauce limestone and sediments of different types 

from the Cenozoic period (Ausilio, 1984). Overall, the forest cover of this territory is weak, 

but throughout the banks of the Mauves grows a dense riparian forest, which in some places 

assumes the features of a veritable alluvial forest, as in correspondence of the Departmental 

Natural Park of "Courtils des Mauves», located in the village of Meung sur Loire. A 

degraded oceanic climate characterises this area (Escourrou, 1982): the nearest weather 

station (that one of Bricy), over the period 1981-2010, measured an average temperature of 

11.2oC and average rainfall of 642 mm (infoclimat.fr data). The average flow of the 

Mauves is 1.075 m3/s (BanqueHydro data). This study area consists of three distinct water 

mill reaches: the most upstream is the Nivelle mill one, the central is the Marais mill one 

and the further downstream is the St. Hilaire mill one. Respectively, they measure about 

900, 400 and 500 meters. The first and second reaches are consecutive to each other, the 

last is separated from the others by the short reach of another mill. The three mills are 

equipped with a weir, whose height is between 0.5 and 1 meter (ROE data), with valve.  

The second site is in the North Zinsel river, a tributary of the Moder river which flows 

for 43 km between the departments of Moselle (57) and Bas-Rhin (67), in the North-East of 

France. From a geological point of view, it is in the Vosges du Nord massif and the 

watershed, whose outlet is the study area, is entirely characterized by Vosgian sandstone of 

lower Trias and Buntsandstein. 94% of the land cover of this territory is characterized by 

forest. The oceanic climate influence is even more degraded, and it is exacerbated by 

altitude (Escourrou, 1982, op.cit): the closest weather station (that of Mouterhouse), over 

the period 1981-2010, measured a temperature average of 9.5oC and an average rainfall of 

989.8 mm (infoclimat.fr data). In correspondence of the study area, the average flow of the 

Zinsel du Nord is 0.596 m3/s (Parc Naturel Régional des Vosges du Nord data). This study 

area consists of a reach of about 200 meters, circumstantiated downstream by a weir 1.50 

meters high, located in the downtown of the village of Baerenthal. In the upstream part of 

the reach the stream hasn’t got any riparian vegetation, unlike the central and final parts, 

where several trees shade the stream.  

 

3. METHODOLOGY 

3.1. The techniques and instruments used to differentiate the lotic and lentic operation 

of rivers upstream weirs 

To understand if rivers upstream weirs retain their lotic features or they have lentic 

characteristics, the methodology deployed is based on the study of the thermal properties of 

the water. Indeed, the major discriminant between running and stagnant waters is the 

thermal stratification of the water column (Wilhem, 1960; Touchart, 2002). Although it has 

moments of uniformity, the normality of a stagnant water is its stratification according to a 

vertical temperature-density gradient, whereas the normality of a running water is the 

physicochemical homogeneity of the water column, because turbulence prevents the 

distinction of water layers and their superposition (Touchart, 2007, a). Therefore, the 
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portions of watercourses upstream weir were studied as if they were lentic ecosystems, with 

techniques that are commonly used in limnology.  

The temperature of the water column was measured using chains of thermometers. 

This device is widely used for the thermal study of lakes or ponds and it allows to measure 

the temperature of the water at different depths and see if there are thermal gradients 

between the surface and the bottom (Touchart, 2001; Touchart 2002, op cit; Choffel et al., 

2017). Although it is a typical instrument for limnological works, this tool has already been 

used in fluvial areas and upstream of weirs (eg Bormans et al., 1997; Webster et al., 1997). 

The chains used for this research consist of an 8mm-diameter mesh, one end of which was 

attached to a buoy with a circumference of 25 cm. Although the chain was already 

considerably heavy, the other end was attached to a large concrete block, in order to anchor 

the device securely to the stream bed. Two recording thermometers (HOBO Water 

Temperature Pro v2 Data Logger - U22-001, with an accuracy of ± 0.21°C and a 

resolution of 0.02°C at 25°C) were attached to the chain and programmed to measure the 

temperature of the water with a time step of 60 minutes.  

In the Mauves a thermometer was attached 10 cm below the surface of the water, and 

the second at a depth of 50 cm; in the North Zinsel, too, a thermometer was attached 10 cm 

below the water surface, but the second was placed at a 70 cm depth. In both cases a piece 

of chain was left between the deepest thermometer and the stream bed, so that the device 

followed the fluctuations of the water level and the probe never touched the bottom. The 

thermometers were set up on 02/02/2018 in the Zinsel of the North and on 24/02/2018 in 

the Mauves and they worked until 31/12/2018, collecting a total of 35,529 water 

temperature data. At the Nivelle water mill, the data relating to the period from the end of 

September to the beginning of December were lost.  

 

3.2. Choice of instruments location   

In the four study areas, the chains of thermometers were positioned where the flow was 

slowest to collect the data where the conditions were as lentic as possible. To determine the 

location of the instruments a preliminary study of the velocities in the reaches was carried 

out. Four equally spaced transects were established and on these the flow velocity was 

measured using a current meter (Flowtracker 2 with an accuracy of ± 1% for a measured 

speed of +0.0025 m/s and a resolution of 0.0001 m/s).  

The methodology used is the same for the measurement of discharge through the 

exploration of velocity field described in Le Coz, et al. (2011): each transect was divided 

into a n number of verticals, on which velocities were sampled in several points. The 

number and the depth of each point were established following the indications of the 

current meter. Then the average speed was calculated for each transect and the 

thermometers were installed in the area where the velocity values were the lowest. 

 

3.3. Data analysis   

In order to understand if the water column has thermal stratifications and determine 

their intensity, the hourly delta Δ between surface temperature and depth was calculated. 

The temporality of thermal stratifications was studied through the daily Δmin, the minimum 

thermal difference between the surface and the bottom of the water column during a day: 

when Δmin is equal to 0 the thermal stratification lasts less than 24 hours. Any value within 

the error range of thermometers has been recorded as Δ = 0. 
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Fig. 1. The evolution of delta in the water column of study areas. From the top to the bottom: Nivelle 

Water mill, Marais water mill, St. Hilaire water mill, Baerenthal reach. 
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Fig. 2. The evolution of delta in the water column of study areas, during the longer periods of thermal 

stratification. From the top to the bottom: Nivelle Water mill (17/08-26-08), Marais water mill 

(25/07-05/08), St. Hilaire water mill (03/08-09/08), Baerenthal’s reach (20/07-10/08). 
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4. RESULTS AND DISCUSSIONS   

Graphs in Fig. 1 show the evolution of the thermal delta between the two extremes of 

the water column of the four reaches under study. Overall, it is possible to single out two 

moments: one during which the values of Δ fall within the margin of error of thermometers, 

during Winter, Spring and Autumn, and another during which Δ is greater than this interval, 

during the Summer. From 21/06 to 23/09, the Nivelle water mill reach is the one with the 

most marked thermal heterogeneity of the water column: on average, Δ was 0.6°C, with 

peaks of 2°C. In the other reaches on the Mauves Δ values are less important, averaging 

0.2°C in the two study areas, with peaks of 0.3°C at the Marais water mill and 0.4°C that of 

St. Hilaire. Baerenthal Δ has mean values of 0.3°C and peaks of 1°C; here Δ also reached 

negative values, when the water at surface was colder than water at depth, whose maximum 

value was -0.4 °C. We suppose that these moments of negative delta, which occurred 

almost always during the night, are due to the convective cooling of the water which 

determines a heat loss of the layers close to the surface (Lemmin, 1995).  

From a temporal point of view, also the Nivelle water mill is the one which presents 

the more important values, with a total of 545 hours of heterothermia (supposing that 

during the period during which the data were lost Δ = 0, this number corresponds to 7% of 

the study period and 19% of the summer period). At the Marais and St. Hilaire water mills, 

this value is respectively 32 and 143 hours (the, 0.4% and 1.9% of the study period and 1% 

and 4% of the summer period) and in Baerenthal 204 hours (the 2% of the study period and 

5% of the summer period). The moments of Δ ≠ 0 never last for long periods, but they are 

rather episodic, lasting only some hours within a day. Averaging, at the Nivelle water mill 

the moment of heterothermia lasted 6 hours (maximum duration 15 hours on 12/08), in the 

water mills of Marais and St. Hilaire 1 hour (maximum duration respectively of 3 hours on 

27/09 and 5 hours the 05/08) and in Baerenthal 2 hours (maximum duration 12 hours on 

06/08). In each field of study, the daily Δmin was always 0, which means that at least one 

moment of the day the water column was homothermal. If we deepen the temporality of the 

episodes of Δ ≠ 0 we realize that most take place between the end of the morning and the 

first hours of the afternoon, between 12:00pm and 3:00pm, as we can see from the graph in 

Fig. 3. 

 

 

Fig. 3. The moments of the days during which the heterothermia of the water column was present. 
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With an even finer temporal analysis it is possible to understand how temperatures 

evolve at different depths within a day. As an example, see above the evolution of 

temperatures at Nivelle mill at the surface and at depth during one of the days of maximum 

thermal heterogeneity of the water column. In the morning, the surface waters are warmer 

than the deep waters, warming is greatest between the end of the morning and the 

beginning of the afternoon. The warming of the surface waters stopped during the afternoon 

and it is the deep waters which warm up most of the time. In the evening the deep waters 

stop warming up, while the surface gets colder; during the night it is the whole column of 

water that cools down. Such an evolution has been observed in all the fields of study. 
Table 1.  

The evolution of temperature at the top ant at the bottom of water column at Neville water mill, 

the 29/07. 

 

In order to understand if the upstream of weirs retains its lotic features or if the 

presence of this structure has induced the formation of lentic characteristics, it is necessary 

to consider the temporality of thermal stratification episodes, rather than their intensity. In 

fact, in streams too it is possible to observe thermal stratifications (Torgersen et al., 2001, 

Handcock et al., 2012, Wawrzyniak, 2012), but the difference with those of the water 

bodies is principally temporal and concerned its duration, frequency and stability (Touchart, 

2007, op.cit.). The graphs in Fig. 3 show the evolution of the thermal delta in the different 

study areas during longer periods of heterogeneity. In Marais and St. Hilaire water mills 

and in the reach of Baerenthal, micro-stratification episodes occur mainly in the early 

afternoon and last for an average of one to two hours. Their duration during the summer is 

so low that we cannot speak of lotic behaviours, but it is more appropriate to speak of an 

exception to the normal physicochemical homogeneity that characterises the watercourse. 

Different is the case of Nivelle water mill. Here, the periods of thermal heterogeneity of the 

water column are not only more intense, but they exceed the first hours of the afternoon and 

in some cases, they last for a large part of the day. Although their total duration during the 

hot season is still much lower compared to the moments of homogeneity, during certain 

periods of the Summer it is possible to speak of an obvious lentic behaviour. For example, 

between the beginning of July and the end of August the thermal stratification moments 

amount to 31% of the total time. During this period the thermal evolution of the water 

column is clearly polymictic continuous, with thermal stratifications lasting only some 

hours in the day (Anctil, 2017). This type of evolution is the same that characterises some 

water bodies, such as the pellicular ponds of some decimetre depth of the Center-West of 

France (Touchart, 2007 b) or marshes (Oertli & Frossard, 2013). 

How to explain these differences from one study areas to another? The thermal 

stratification and its degree of intensity are controlled by the work of a stratifying thermal 

energy and a destructive energy, which in a watercourse are respectively solar energy and 

the water flow on the bed surface or the wind blowing (Bormans et al., 1997, op.cit.). If in 

correspondence of the reaches there is a factor that disturbs or accentuates the action of its 

elements, the thermal evolution of the water column could change much. One of these 

factors is the vegetation that grows around the channel of the river. Indeed, a number of 
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studies has shown that the riparian forest has a great influence on the temperature of rivers, 

favouring or preventing sunshine (Webb et al., 2008). As we said, throughout the Nivelle 

water mill reach a fairly dense riparian forest grows, except for clearings that are formed in 

some places; in this site the thermometers are in correspondence of one of these sectors 

where the riparian forest is less dense and where the river is exposed to a more intense 

sunshine. The reach of the Marais water mill too is also sunny throughout its course, as the 

vegetation is present only on the right bank. Upstream of the St. Hilaire water mill, the river 

is in a similar situation to that found upstream of the Nivelle water mill, with stream areas 

that are sunnier than others, but here the sensors were placed in a shady place. These details 

could explain the low values of delta Δ in this last field of study and the more marked 

values observed in the reach of Nivelle water mill, but why was the same thermal operation 

not observed in the Marais water mill reach that is also exposed to the sun?  

Mitrovic et al. (2005) state that a velocity greater than or equal to 0.05 m/s is enough to 

prevent the formation of thermal stratifications. The speed measurements collected 

throughout the study period in the different study areas show that only at the Nivelle water 

mill the flow repeatedly had a speed below this threshold. Therefore, upstream of the 

Nivelle mill all the favourable conditions for the development of a thermal stratification 

would be brought together. 

 

4. CONCLUSIONS  

  

For the first time for French rivers, the collected data provide an insight into the 

internal thermal operation of water upstream of the river weirs, which makes it possible to 

distinguish the type of operation that characterises them. Results shows that the presence of 

a weir is not synonymous of substitution of the lotic characteristics of a watercourse. 

Indeed, only in one of the study areas among the four studied, that of the Nivelle water mill, 

a thermal operation similar to that of certain bodies of water was observe, and even then 

exclusively during the central months of the Summer. During the warmer part of the year, 

in the other study areas also the physical homogeneity of the water column was "disturbed", 

but the episodic nature of these moments of heterogeneity consents to classify them as 

normal thermal stratification observable in watercourses. The appearance of lentic features 

does not seem to depend on climatic factors, but rather on local factors. Indeed, they have 

only been observed when certain environmental conditions have been met in the reach, 

including good exposure to sunshine and a particularly slow flow. 
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ABSTRACT: 

Outdoor air pollution is the most hazard challenge of many governments. Strictly policies 

followed by continue alert thresholds are being followed. Environmental issue canalized in 

air quality in the capital of Albania is the prior thematic analyzed in this paper. We figured 

to create a filter which gradually puzzles out the leading cause to exceed the limits settled 

by the WHO guidelines and the EU’s AAQ directives. The paper tries to create potential 

scenario from the replacement of the passenger’s vehicle fleet from the current Euro 3 to 

Euro 4 and over. The opportunity to structure evaluation maps for air assessment based on 

the outcome creates a clear overview of the current situation. Digital maps are a potential 

source of solution for many environmental issues. Spatial technology is fast and reliable to 

estimate population exposure to outdoor pollution. Geostatistical data offer reliable solution 

to perceive dispersion model issues. In this paper we concentrate on air pollution data 

(PM10). 

Key-words: geostatistic, dispersion model, spatial technology, digital map, PM10, air 

quality index. 

 

1. INTRODUCTION 

Transportation is one of the vital components in modern human daily life; however, it 

has both productive effects on human development and detrimental effects on public health 

(Al Koas, 2010). The global concern for the environment is motivated by the role that the 

environment has on human society (Seferkolli, 2010). The paper aims to embrace 

environmental challenges we are facing nowadays. Almost every government policies are 

running toward reducing harmful elements derived from water, earth or air pollution. The 

last one will turn to be primary concern in this study as it overcomes EU’s AAQ directives 

also WHO guidelines not only in daily values but also in annual terms.  

The effect of air pollution on public health, vegetation, and more generally, on the 

human society and the ecosystem has been a burning issue in recent years (Deb and Tsay, 

2018). Air quality models are designed to create a better perspective for further decision-

making and establishment of strong and healthy policies. To create predictive scenarios 

helps maintain the right balance through all enrolled actors. Also maximizes the chances to 

find the right solution to the problem. Spatiotemporal modeling methods offer expanding 

opportunities to environmental research because they allow a user to display and model the 

spatial relationships and patterns between causes and effect when geographic distribution is 

part of the problem (Wang, 2008). We think that actual air data retrieved from monitor 

stations are caused by one main factor; deteriorated use of the passenger’s vehicle fleet in 

circulation which mainly belongs to standard Euro 3. The paper goal is to predict the air 

pollution trend in case of upgrading the standard of the vehicle fleet.  

Air quality management includes monitoring and analysis of pollutant concentration, 

spatial distribution of pollutant concentration, and assessment of no. of environmental 

factors affected by air pollutants, health risk map (Pandey et al, 2013). Currently 27% of 

the urban population lives in Tirana (Our World in Data, 2017) where the world average 
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indicator is 16%. Also many developed European countries such as Italy or Germany these 

values are even lower respectively 9.8% and 5.8%. The impact of urban air pollution on the 

environments and human health has drawn increasing concerns from researchers, 

policymakers and citizens (Xie, 2017). Commonly used indicators describing PM that are 

relevant to health refer to the mass concentration of particles with a diameter of less than 10 

µm (PM10) and of particles with a diameter of less than 2.5 µm (PM2.5) (WHO, 2013). 

According to statistics absolute deaths from ambient PM10 air pollution is followed by 

concerning values. 

PM causes a variety of human health and economic impacts each year (e.g., mortality, 

morbidity, DALYs, lost income from work absences, costs of health care (USAID, 2012). 

The number of premature deaths caused by air pollution (due to negative impact of PM2.5) 

in Albania is 16.9% compared to more developed European countries most of whom rely 

on values below 3%. There is a large spatial variability associated with air pollution; 

therefore even in a small area air pollution varies widely from place to place (Wijeratne, 

2003). The amount of available data is limited and subject of short term measurements. The 

lacks of coordination, reduced government budget, misleading enhanced policies are ranked 

through the major causes of the current situation. 

2. METHODS AND ANALYSES 

The paper emphasis the fact that we need to split the problem into several steps (Fig. 1) 

until we understand the primary cause and the future policy to follow. Through all the 

harmful matters regarding air pollution we decided to concentrate our study on the 

particulate matter also known as (PM) rather than other matters such as Nitrogen oxides 

(NOx), Carbon monoxide (CO), Hydrocarbons (HC), due to its high risk impact it has 

revealed in many similar researches. Also statistics from the Ministry of Environment 

confirm that the average presence of particular matter in the air compared to AAQ 

directives is apparently higher than other elements. 

 
Fig. 1. Hierarchical steps for air pollution management. 

 

PM10 originates from both natural and anthropogenic sources (Netherland Court of 

Audit, 2019). According to statistics the principal source of airborne PM10 matter in 

European cities is anthropogenic due to road traffic emissions, particularly from diesel 

vehicles (Air Quality in Europe, 2018). Data retrieved from IFBZ (Tab. 1) confirm the 

results follow the same trend for Tirana.    
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Table 1. 

Primary sources of air pollution in Tirana. 

 Primary sources of air pollution Elements/Components Impact (%) 

1 Sea Air Masses Cl 0.8 

2 Soil dust including air masses from the Sahara  Ti, Mn, Fe, Sr 3.3 

3 Transformation of S oxides into sulfate / burning of mazut S, BC, V, Cr, Ni, Zn, Pb 1.1 

4 Emissions from the construction industry / cement factories Ca, Zn, BC 18.8 

5 Natural source contaminated by traffic re-circulation Ca, K, Fe, Mn, Sr, S 42.8 

6 Traffic emissions / waste incineration or industries V, Cr, Mn, Ni, Br, Pb, BC 13.3 

7 Wood heating emissions K, Fe, Cu, BC 19.8 

 
Source: IFBZ (Institute of Applied Nuclear Physic) 

 

 
 

Fig. 2. Air pollution, PM10 index, Albania administrative territory (Sw; ArcMap 10.6) 

Source: INSTAT; Comparative level EU Standard. 

 

The monitor process has significant time and reliability limits. Many geographic areas 

still lack constant data and above all continuous control. Monitoring equipments need to be 

calibrated and verified. Understanding pollutants` spatial distribution and monitoring the air 

quality by applying geospatial approaches is challenging and topical in data quality 

research field (Enkhtur, 2013). At a large scale investigation (Fig. 2) spatial dispersion of 
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PM10 matters identify the capital as the most polluted zone in the country. Meanwhile 

other districts rely on sustainable values close or below the limits settled by AAQs 

directives. Due to increasing air pollution in Tirana we insist that immediate measures need 

to be taken by responsible actors cause every day citizens suffer first from the current 

situation, second from the lack of awareness. From Fig. 3 we understand that PM10 

average data from the last five years are above the limit (40 μg/m³) daily. Not only, is the 

future trend to reach higher values.  

 
Fig. 3. Average PM10 index in Tirana; Source: INSTAT. 

 

An important indicator of the current situation is that compared to other districts Tirana 

ranks at first place with 233 vehicles per 1000 inhabitants, which is far lower from the 

average of EU countries offered by EUROSTAT 505 vehicles per 1000 inhabitants. 

Meaning, emissions issues exist as a matter of fact not from large number of vehicles than 

the year of production and maintenance condition. We must create a better view of which 

category shares the largest fleet. Categorized by fuel type (Fig. 4) 72 % of them are diesel 

vehicles. We notice that passenger vehicles shares 79% of the entire fleet and that 69% of 

this category (Fig. 5) are 11-20 years old. If we compare outcome values to those in Table 

2 we notice that Euro 3 standard prevails.  

 
Fig. 4. Source: Ministry of Transport and Infrastructure. 

 

 
 

Fig. 5. Source: Ministry of Transport and Infrastructure. 
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Table 2.  

Emissions standard - New type approvals. 

 

Emissions 

standard 

Applied to new passenger car 

approvals from: 

Applied to most new 

registrations from: 

Euro 1 1 July 1992 31 December 1992 

Euro 2 1 January 1996 1 January 1997 

Euro 3 1 January 2000 1 January 2001 

Euro 4 1 January 2005 1 January 2006 

Euro 5 1 September 2009 1 January 2011 

Euro 6 1 September 2014 1 September 2015 

Source: RAC, UK 

After the calculation of the primary phenomenon related to air pollution (step 1) and 

identify responsible category (step 2) we are ready to step 3; integration of data retrieved 

from monitor stations into dispersion models. Our zone of study is located at latitude: 

41.33°and longitude: 19.82°with an elevation: 103 m. We exploit data retrieved from five 

monitor stations. They are geographically distributed in areas with consistent vehicle 

traffic. They cover an area of 1630 km2 and 5420 m perimeter. Geographical data rely on a 

scale of 1: 200 m with a transverse Mercator projection; Projected coordinate system: UTM 

Zone 34 N. The Spatial Information Sciences (SIS) provides mature solutions for data and 

policy integration, since the nature of problem is specific to geo-spatial distribution [Sertel 

et al, 2012]. We notice four stations evidently exceed EU limit. Station 1 and 2 reveal 

values far behind the limit respectively by 119% and 79% (Fig. 6). The World Health 

Organization (WHO) implies air quality guidelines that are even stricter than the AAQ 

directives. If we compare the pollution trend focused on the city main streets and center 

location through a period of five years we notice that the situation has not improved or 

evolved at all (Fig. 7). 

 

 
 

Fig. 6. Air pollution, PM10 index, city center; Data source: Ministry of Environment, 2018 



 Medjon HYSENAJ / DISPERSION MODEL PROSPECTIVE OF AIR POLLUTION IN TIRANA 15 

 

Comparative level; EU Standard 40 microgram/m3. 

 

 
 

Fig. 7. PM10 dispersion; Data source: National Environment Agency, 2014. 

 

On the other hand long terms measurements to calculate daily limit values per year 

could not succeed due to lack of budget and coordination between actors and policies, 

thought we can deduce from partially measurement retrieved from station 3 and 5 (Fig. 8). 

 

 
 

Fig. 8. Air pollution, PM10 index, Data source: Ministry of Environment 

Comparative level; EU Standard 50 microgram/m3 - Permitted exceeds per year 35 days. 
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We have 21 days exceed from 28% time coverage at station 3 and 76 days exceed from 

45% time coverage at station 5. Though a full year analytic process could lead us to an 

alarming situation leading approximately to 166 and 73 days of exceed from 35 days limit 

per year according to AAQ directives. This scenario could be even more pessimistic if we 

could have the possibility to apply long term measurement to station 1 and 2 which as 

above mentioned both denote much more polluted areas. 

3. RESULTS AND DISCUSSIONS 

We highlight the current environment position in the capital; also define main factors 

that influence its persistent deterioration. The goal is to create a clear picture for the right 

measures. If we consider current data, what with happen in case we decide to massively 

replace most of the vehicle fleet basically through long term policies supported by 

government and NGO actors? We deduce potential values from a possible fleet category 

transition. Euro 3 emissions for passenger cars is 0.05 g/km compared to Euro 4 (0.025 

g/km) or Euro 5b and further (Euro 6b, c, d) which is 0.0045 g/km (Fig. 9). From Euro 3 to 

Euro 6 we notice a consistent decrease of the particular matter (PM10) emission 

respectively by 50 % and 91%. We exploit the outcome indicators to calculate a potential 

transition of fleet replacement.  

Based on the emission index we settle a proportionally report between (euro 3-euro 4 

reduce emission by 50%) and (euro 3-euro 5 reduce emission by 91%). If we apply this 

index to values retrieved from the five monitor stations we retrieve more optimistic results 

of air pollution (Tab. 3). 

 
Fig. 9. Source: Ecopoint, EU emission standards for passenger cars. 

 
Table 3.  

Vehicle fleet Replacement - Potential Scenario 

 

 
 

(Input-Data under column Euro 3 represent current measured values; Output- Predicted Data under column Euro 4, 

5; Values express microgram/m3). 

0
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IDI

Euro 2, DI Euro 3 Euro 4 Euro 5a Euro 5b Euro 6

PM [g/km]

EU emission

standards for…

PM10 Scenario ( Predictive data for each monitor station based on Euro vehicle emissions ) 

Monitor Stations 
 

Euro 3 Euro 4 Euro 5b > 

EU limit 40 

microgram/m3 

“21 Dhjetori” Street Station 1 87.78 43.89 8 

Municipality of Tirana Station 2 71.85 35.9 6.4 

Ministry of Environment Station 3 46 23 4.1 

Public Health Directorate Station 4 34.4 17.2 3 

National Agency of Environment Station 5 55.2 27.6 4.9 

50% 

91% 
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        If we convert vehicles to Euro 4 all values fall approximate to settled limit or below 

the assigned EU threshold standard. Meanwhile Euro 5 vehicles and over not only 

accomplish all EU requirements but also reveal quite an optimistic panoramic situation of 

air quality definitely bypassing all pollution issue. We presume that the current values 

corresponding to the EU daily limits per year will also follow the new trend. Figure 10, 11 

expose a future air index dispersion model based on calculated data (Tab. 3). Values below 

column (Euro 3) correspond to current measured values. 
 

 
Fig. 10. Air pollution, PM10 index; Comparative level; EU Standard 40 microgram/m3. 

Vehicles fleet replacement scenario to Euro 4. 

 

 
Fig. 11. Air pollution, PM10 index; Comparative level; EU Standard 40 microgram/m3. 

Vehicles fleet replacement scenario to Euro 5. 
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5. CONCLUSIONS 

The large scale development spatial tools have recognized recent years create a new 

exploitation perspective toward the management of environmental issues. Population 

perception toward air pollution must change. The ability to manage several layers 

contemporary intertwined with the possibility to reflect continues data results turns 

mapping process of primary importance to the current situation.  

We believe that spatial technology creates a closer approach to the solution of 

managing air quality. It works as a bridge to connect all participating actors. As an issue 

that is strictly connected to geographical conception and spatial perspective air pollution 

must and should rely on spatial technology. We tried to create a filter to analyze air concern 

moving from the bottom to the top of the pyramid. The successive steps of the pyramid help 

us identify areas that crossed the red line also the principal causes.  

Measured elements such as Ca, K, Fe, Mn, Sr, S address traffic re-circulation as the 

primary source of traffic pollution to reach a value of 43% of the total amount of elements. 

Approximately 70 % of the entire vehicle fleet belongs to Euro 3. Based on the emission 

index we settle a proportionally report between (euro 3-euro 4 reduce emission by 50%) 

and (euro 3-euro 5 reduce emission by 91%). If we apply this index to values retrieved from 

the five monitor stations we retrieve more optimistic results of air pollution. 

From the held analysis we deduce that the replacement of the passenger’s vehicle fleet 

from Euro 3 to Euro 4 will normalize the air risk probability into appropriate value close to 

AAQ directives but still higher than WHO guidelines. Meanwhile a possible leap into Euro 

5 definitely accomplishes both requirements. Performed calculations reveal that the current 

situation in Tirana has a potential solution but it requires immediate enrolment of 

government entities through strict policies toward environment protection. 
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ABSTRACT: 
The aim of this paper is to compare the two largest forest fires that occurred in Greece in 

July 2018 using metrics for burned area and burn severity mapping, derived only from free 

satellite data. Sentinel-2 satellite images of the European Space Agency (ESA) within the 

Copernicus program provide a spatial resolution of 10 m, which facilitates more accurate 

monitoring of environmental phenomena such as forest fires. The processing of the satellite 

images and the calculation of the metrics was performed using SNAP software, which is an 

open-source software developed by ESA. The mapping of the obtained results was 

performed in the QGIS software, which is also an open-source software. The delimitation of 

the burned area and the classification of the severity of both wildfires was performed using 

the Relativized Burn Ratio (RBR) satellite index. These results were contrasted with the 

Copernicus Emergency Management Service (EMS) maps related to these two events. Our 

results obtained in relation to the size of the burned area show smaller affected areas than 

the Copernicus Emergency Management Service maps. This is explained by the different 

methods used in the delimitation of the burned areas. In the case of Mati’s wildfire the EMS 

has created the thematic layer by means of visual interpretation using post-event satellite 

image and in the case of Kineta’s wildfire was applied a semi-automatic approach. 

Moreover, in this study is proposed and evaluated a new burn severity metric, the burned 

vegetation index (BVI) which shows where the most significant changes in healthy 

vegetation occurred. This new index was compared with RBR, dNDVI and dNBR using 

statistical correlation. The results indicate that BVI shows better the burned vegetation and 

its statistical correlation with RBR is significant (R2 = 0.92). 

 

Key words: burned area mapping, burn severity, RBR, BVI. 

1. INTRODUCTION 

Fires are a common phenomenon in Mediterranean forest ecosystems, with regime 

change in the Mediterranean Basin mainly due to changes in land use and climate change 

(Pausas, 1999). According to Spanish statistics (MAPAMA, 2016) recorded from 1970 to 

2010, the total number of forest fires in Spain showed a trend of decline. However, in the 

Euro-Mediterranean area, in recent decades, there has been a growing trend in the 

percentage of burned areas by large forest fires (>500 ha) compared to the total burned area 

per year (San-Miguel-Ayanz & Camia, 2009; Spano et al., 2014).  

Following Keeley (2009), the concept of fire severity refers to the loss of organic 

matter both "on" and "under-soil" caused by the passage of fire, and should be 

differentiated from burn severity, which by including the response of the ecosystem 

(González-De Vega et al., 2015; Regueira et al., 2015; Fontúrbel et al., 2015) is more 
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complex to assess and involves prior knowledge of the existing community before the fire 

and its response to fire (Moya et al., 2009). In general, to estimate fire severity from 

satellite images, standardized methods based on spectral indices are used, such as the 

normalized difference vegetation index (NDVI) and the normalized burn ratio (NBR) 

(Chuvieco, 1999). The effect of fire on the ecosystem is closely linked to the burn severity 

(Vallejo et al., 2012; González et al., 2016), being greater the damage produced in 

vulnerable areas with low site quality, such as arid and semi-arid areas of Mediterranean 

climate (Hedo et al., 2014). This damage linked to the high burn severity can even affect 

instant energy flows (Sánchez et al., 2009) and their resilience (Paula et al., 2009; Tessler et 

al., 2014). Ecosystem resilience, understood as engineering resilience, is the rate of natural 

recovery to pre-disruption balance (Cantarello et al., 2017) and it is necessary to understand 

how certain transient states move from the transition to final stages (Doblas-Miranda et al., 

2017). Knowing this problem is necessary for the correct sustainable management of the 

landscape, especially in areas sensitive to desertification, where the damage of recurrent 

and severe forest fires could lead the ecosystem to irreversible stages, causing the loss of 

ecosystem services (Doblas-Miranda et al., 2015), such as carbon storage capacity (Moya et 

al., 2014). Therefore, correct post-fire management must be based on knowledge of the 

relationships between ecosystem resilience, fire severity and ecosystem recovery (Díaz-

Delgado & Pons, 1999).  

Numerous severity indices have been developed, highlighting the standardized NBR 

difference (dNBR), the standardized difference of NDVI (dNDVI) and the relative version 

of dNBR (RdNBR); all of them used as independent variables used to deduce the field 

indices of severity at the pixel level. There is a wide range of studies that demonstrate their 

sensitivity to changes in severity classes (Chu & Guo, 2014). Both NDVI and NBR are 

widely validated for severity assessment, although the best results seem to be obtained from 

NBR-based indices (Escuin et al., 2008) as it combines two infrared bands (NIR and 

SWIR) that respond better to fire detection (Vlassova et al., 2014). However, the results are 

discussed given the low reliability in the zoning of soil severity with these methods versus 

those of vegetation (Vega et al., 2013) and the influence of several factors that determine 

the calculation, such as the local conditions, characteristics and conditions of pre- and post-

fire vegetation and the time elapsed in the assessment of severity (Chu & Guo, 2014). 

Consistent with major burn severity mapping efforts (Eidenshink et al., 2007), burn 

severity can be defined as the degree of fire-induced change to vegetation and soils, as 

measured with satellite image metrics (Parks, Dillon & Miller, 2014). The two most 

commonly used satellite image-based metrics of burn severity are the delta normalized burn 

ratio (dNBR) (Key & Benson, 2006) and its relativized form (RdNBR) (Miller & Thode, 

2007), both of which depend on the calculation of normalized burn ratio (NBR). NBR is 

sensitive to the amount of chlorophyll content in plants, moisture, and char or ash in the soil 

(Parks, Dillon & Miller, 2014). All equations for dNBR, RdNBR and RBR use NBR 

derived from pre- and post-fire satellite images to quantify spectral change. All this metrics 

are sensitive to changes commonly caused by fire (Zhu et al., 2006; Hudak et al., 2007; 

Miller et al., 2009). However, the dNBR is an absolute difference which can present 

problems in areas with low pre-fire vegetation cover, where the absolute change between 

pre-fire and post-fire NBR will be small. In such cases the relativized version of burn 

severity (RBR) is advantageous and provides more accurate results (Equation 5) (Parks, 

Dillon & Miller, 2014). Researchers and practitioners commonly classify these continuous 

metrics into categorical maps representing unchanged, low, moderate and high burn 

severity. 
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dNDVI = NDVIprefire − NDVIpostfire 

(1) 

NBR =  (
NIR − SWIR

NIR + SWIR
) = (

Band 8 − Band 12 

Band 8 + Band 12
) 

(2) 

dNBR = NBRprefire − NBRpostfire 

(3) 

RdNBR =  
dNBR

|(NBRprefire)|
0.5 

(4) 

RBR = (
dNBR

(NBRprefire + 1.001)
) = (

NBRprefire − NBRpostfire

(NBRprefire + 1.001)
) 

(5) 

For all this, the demand and need of managers to provide cartographic information on 

the fire severity, as a basis for quantifying and assessing damage on the ecosystem and its 

recovery should incentivize the work of researchers to find the more accurate and reliable 

method of calculation. The objective of this work is (1) to delimit the area and classify the 

burn severity in the case of these two Greek fires using the RBR index, (2) to compare the 

results with the estimates of Copernicus Emergency Management Service; (3) and also to 

present a new severity index for the study of wildfires, the burned vegetation index (BVI) 

that is recommended for the study and calssification of burned vegetation. 

2. STUDY AREA AND DATA 

Two large fires broke out on the central-southern Greece mainland (Attica region) on 

23 July 2018, causing significant casualties, village evacuations, damage to property, while 

burning thousands of hectares of forestry. Regional Greek authorities have declared a state 

of emergency in the eastern and western parts of greater Athens, and the EU Civil 

Protection Mechanism has been activated to request for aerial and ground firefighting 

assests (Copernicus Emergency Management Service, 2018). The two affected localities 

were Kineta and Mati near by the capital city of Athens (Fig. 1). Kineta is a beach town in 

West Attica, situated on the northern coast of the Saronic Gulf, south of the Geraneia 

mountains. Mati is a village located on the east coast of Attica region, lies east of the 

Penteli mountains, on the Marathonas Avenue north of Rafina and south of Nea Makri. The 

resident population of these localities 

was respectively 1,446 and 200 

inhabitants in 2011 (Hellenic Statistical 

Authority, 2011). 

The data used for this study are four 

Sentinel-2 products. Two data sets of 

pre-fire and post-fire satellite imagery 

were obtained for the study of the Kineta 

fire, and other two for the Mati fire. For 

the Kineta fire two Sentinel-2A Level 

2A tiles (Tile ID: T34SFH) were 

acquired between on July 3, 2018 

Fig. 1. Location of the two main fires, 23 July 2018.  
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(before the main event) and August 19, 2018 (after the main event). In the same way, for 

the Mati fire one Sentinel-2A Level 2A (Title ID: T34SFH) and another one Sentinel-2B 

Level 2B tiles (Tile ID: T34SGH) was acquired between on July 3, 2018 (before the main 

event) and August 4, 2018 (after the main event). 

This four Sentinel-2 scenes have been downloaded free from the official Copernicus 

Open Access Hub website, operated by the European Space Agency (ESA) and the 

Copernicus Programme (Copernicus Open Access Hub, 2018). The first two scenes shown 

below are for Kineta pre-fire state and post-fire state, the last two for Mati pre-fire state and 

post-fire state. 

S2A_MSIL2A_20180703T092031_N0208_R093_T34SFH_20180703T121025 

S2A_MSIL2A_20180819T090551_N0208_R050_T34SFH_20180819T133811 

S2A_MSIL2A_20180703T092031_N0208_R093_T34SFH_20180703T121025 

S2B_MSIL2A_20180804T090549_N0208_R050_T34SGH_20180804T142040 

Mathematical calculations and band combinations were processed with the following 

Sentinel-2 spectral bands: B3 (Green band), B8 (NIR band), B8A (Vegetation Red Edge), 

B11 and B12 (SWIR bands). In addition, two maps provided by Copernicus Emergency 

Management Service and two vector packages (available to open in a GIS interface) 

accompanied by these products have been obtained free (Fig. 2) (Copernicus EMS, 2018). 

With this data it was possible to compare our results related to the size of the burned areas. 

One of the major problems in Remote Sensing is the ability to have good data, which 

is, in particular, recorded at favourable time to highlight the objects or phenomena that are 

sought to be studied (Husson, 1983). In this case it was also essentially important that the 

areas of interest for this study are not covered by clouds in the satellite images. This is what 

primarily determines the selection of the time interval between satellite images. 

3. METHODOLOGY 

3.1. Identification and extraction of burned areas 

Processing satellite data requires a GIS (Geographic Information System) environment. 

For data processing have been used the software SNAP (Sentinel-2 Toolbox), QGIS and 

Excel for subsequent statistical calculations. 

For the Level 2A products that have been used in this study the atmospheric correction 

has already been applied. Solar radiation reflected by the Earth’s surface to satellite sensors 

is affected by its interaction with the atmosphere. The objective of applying an atmospheric 

Fig. 2. Copernicus EMS maps of burned areas: Kineta (left), Mati (right) (Source: Copernicus EMS). 
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correction is to determine true surface (Bottom-Of-Atmosphere, BOA) reflectance values 

from the Top-Of-Atmosphere (TOA) reflectance values, by removing atmospheric effects 

(Mousivand et al., 2015). Atmospheric correction is especially important in cases where 

multi-temporal images are compared and analysed as it is in this case (pre-fire and post-fire 

images). The SNAP software offers the integration of Sen2Cor algorithm for performing 

atmospheric correction. Sen2Cor is a processor for Sentinel-2 Level 2A product generation 

and formatting; it performs the atmospheric, terrain and cirrus correction of Top-Of-

Atmosphere Level 1C input data. Sen2Cor creates Bottom-Of-Atmosphere, optionally 

terrain and cirrus corrected reflectance images; additional, Aerosol Optical Thickness, 

Water Vapour, Scene Classification Maps and Quality Indicators for cloud and snow 

probabilities (Main-Knorn, 2017).  

 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Band stack, Kineta. 
 

Atmospheric correction using Sen2Cor algorithm is a computationally heavy process 

and takes several time to be completed depending on the machine. However, since April 

2017 the Level-2A products have already been generated and are available to download for 

acquisitions over Europe (such as this case). 

To identify the newly burned areas, the following combination of bands has been 

established: Red: B12, Green: B11, Blue: B8A. It is possible to identify burned areas in true 

(natural) colours too but for distinguishing the burned areas it is better to use the Near 

InfraRed (NIR) and Short Wave InfraRed (SWIR) bands as these provide the best 

separability (Fig. 3). Likewise, newly burned areas can be well identified with the NDVI 

index (Equation 6) (Fig. 4, 5). 

 

NDVI =
NIR−RED

NIR+RED
=

Band8−Band4

Band8−Band4
                                                          (6) 
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Fig. 4. Pre- and post-fire NDVI, Mati. 

                                                                               
Fig. 5. Pre- and post-fire NDVI, Kineta. 
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The Sentinel-2 L2-A product conveniently contains vector and cirrus cloud masks, 

which are created as a product of the atmospheric correction. However, applying the mask 

on all bands and the entire scene may take some time. A subset could have been done with 

the product, but the vector products are lost by that operation. So, in this case, to preserve 

the information a new band was created containing a cloud mask (Fig. 6). Currently, this is 

not possible to do using the Batch Processing tool in SNAP, so it has been necessary to add 

the cloud mask band to each product separately.  

 

To identify pixels that contain clouds, the masks  

scl_cloud_medium_proba, scl_cloud_high_proba, and scl_thin_cirrus  

have been used with the following expression in Band Maths:  

if (scl_cloud_medium_proba + scl_cloud_high_proba + scl_thin_cirrus) <255 then 0 else 1. 

 

The calculation results in a single mask band that contains all clouds. 

 

As mentioned above, the Batch Processing tool available in SNAP allows the user to 

process all images at the same time, thus saving time with repetitive calculations. To use 

this tool, it was first necessary to define all the steps of the process that were to be 

executed. The process steps have been set with the GraphBuilder tool in SNAP. The 

advantage of the GraphBuilder tool is that no intermediate product will be physically saved, 

only the final product.  

The input products contain 13 spectral bands in 3 different spatial resolutions (10 m, 20 

m, 60 m). The SWIR band (B12) that is a component of the NBR index calculation has a 

spatial resolution of 20 m. Many operators do not support products with bands of different 

sizes so it was necessary to resample the bands to the equal resolution of 10 m. The 

reference band for resampling was Band 2 (Blue) which has 10 m resolution (Fig. 6). The 

resampling method that was used is the bilinear interpolation method (Lyons et al., 2018). 

In the Subset tab the bands B3 (Green), B8 (NIR), B12 (SWIR) and the cloud mask band 

were selected. Only these bands are required for the following calculations of NBR and 

RBR.  

The most commonly used metrics for burned area and burn severity mapping, derived 

from satellite data, is the normalized burn ratio (NBR) (Equation 2). Healthy vegetation has 

very high near-infrared reflectance and low reflectance in the shortwave infrared portion of 

the spectrum. Burned areas on the other hand have relatively low reflectance in the near-

infrared and high reflectance in the shortwave infrared band. A high NBR value generally 

indicates healthy vegetation while a low value indicates bare ground and recently burned 

areas.  

After the calculation of NBR pre- and post-fire it was appropriate to merge all the pre- 

and post-fire bands and products into a single database (Collocation) (Fig. 6). With this 

merged database of the pre-processed products were calculated the changes in the pre- and 

post-fire NBR values. 

Water bodies may show a similar NBR difference in certain circumstances, therefore 

they needed to be masked. It was also important to mask the clouds that occur in any of the 

input images. For this purpose, a single combined mask of water and clouds has been 

created. 
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The Normalized Difference Water Index (NDWI) has been used to detect water bodies. 

The NDWI proposed by McFeeters is designed to maximize the reflectance of the water 

body in the green band and to minimize the reflectance of water body in the NIR band. 

McFeeters’s NDWI is calculated as (Du et al., 2016): 

NDWI =
Green − NIR

Green + NIR
=

B3 − B8

B3 + B8
 

(7) 

The water and cloud mask was calculated with the following expression in Band Maths: 

if (cloud_mask_pre-fire > 0 or cloud_mask_post-fire > 0 or ((B3_pre-fire – B8_pre-fire)/ 

(B3_pre-fire + B8_pre-fire))>= 0.0) then 1 else 0. 

To identify recently burned areas and differentiate them from bare soil and other non-

vegetated areas we used the Relativized Burn Ratio (RBR) (Equation 5). The RBR is the 

dNBR divided by a simple adjustment to the pre-fire NBR. Adding 1.001 to the 

denominator ensures that the denominator will never be zero, thereby preventing the 

equation from reaching infinity and failing (Parks, Dillon & Miller, 2014). With the 

calculation of the RBR it has also been applied the cloud and water mask. The RBR was 

calculated with the following expression in Band Maths: if cloud_water_mask == 0 then 

((NBR_pre-fire – NBR_post-fire)/(NBR_pre-fire + 1.001)) else NaN. 

To extract only the burned area, another band has been created by establishing a 

threshold for pixel to be classified as burned to > 0.27 (Keeley, 2009; UN-SPYDER 

Knowledge Portal). Only those pixels where RBR is larger than 0.27 have been selected. 

This value of 0.27 corresponds to moderate burn severity areas. Therefore, only areas 

classified as moderate burn or higher have been selected. To extract this pixels the 

following expression was introduced in BandMaths: if RBR > 0.27 then RBR else NaN. 

After exporting the burned area in GeoTIFF (*.tif, *.tiff) format, burn severity has been 

interpreted in QGIS according to the following table (Table 1). This values are proposed by 

The United States Geological Survey (USGS) to interpret the burn severity (dNBR). 

Table 1.  

Burn severity levels obtained calculating dNBR, proposed by USGS  
(Source: Keeley, 2009; UN-SPYDER Knowledge Portal) 

Severity Level dNBR range (scaled by 103)  dNBR (not scaled) 

Enhanced Regrowth, hight -500 to -251  -0.500 to -0.251 

Enhanced Regrowth, low -250 to -101  -0.250 to -0.101 

Unburned -100 to +99  -0.100 to 0.099 

Low Severity +100 to +269  0.100 to 0.269 

Moderate-low Severity +270 to +439  0.270 to 0.439 

Moderate-high Severity +440 to +659  0.440 to 0.659 

High Severity +660 to +1300  0.660 to 1.300 

In order to calculate the size of the burned area, the obtained raster has been 

polygonized. The vectorization process was done in QGIS, with the Reclassify values 

(simple) (SAGA GIS) and Polygonize (raster to vector) (GDAL) tools. In the process of 

reclassifying the values, only the values belonging to categories Low Severity, Moderate-

low Severity, Moderate-high Severity and High Severity have been reclassified, assigning 

to these categories the numbers 0, 1, 2, 3, respectively. After the reclassification, these burn 

severity categories have been polygonized. Obtaining the burned area in a vector format has 

allowed to calculate the size of the area affected by fire; and also by reclassifying the values 
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has allowed to calculate the area of the different severity categories, thus obtaining greater 

detail of the fire. In the QGIS attribute table has calculated the size of the areas of the 

different severity categories in square meters and hectares. With the help of Excel, the size 

of the total affected area and the size of the different severity classes were calculated. 

3.2. Calculation of the Burned Vegetation Index (BVI) 

To present an alternative metric in the study of fire severity, the Burned Vegetation 

Index (BVI) has been developed which combines the Normalized Difference Vegetation 

Index (NDVI) and the Normalized Burn Ratio (RBR) for the study of the severity of burned 

vegetation. The BVI is defined as a difference between NDVI pre-fire and NBR post-fire: 

BVI = (
NIRprefire − Redprefire

NIRprefire + Redprefire

) − (
NIRpostfire − SWIRpostfire

NIRpostfire + SWIRpostfire

) 

 

BVI = NDVIprefire − NBRpostfire                                     (8) 

The BVI first identifies the healthy vegetation reflected in the red and near-infrared 

bands, and then subtracts from this the pixels identified as burned areas reflected in near-

infrared and shortwave infrared bands. Vegetation in good condition has high near-infrared 

reflectance and low reflectance in the shortwave infrared portion of the spectrum. 

Otherwise, burned areas have low reflectance in the near-infrared and high reflectance in 

the shortwave infrared band. Therefore, the pre-fire NDVI gives larger values where 

vegetation was healthier, while the post-fire NBR gives negative values for surfaces 

identified as recently burned. As a result of the subtraction, the BVI shows smaller values 

where vegetation remains healthy and larger values where vegetation suffered fire 

disturbance. The following classification table is proposed to interpret the BVI (Table 2). 

The values were classified into five severity categories by equal intervals. The interval 

values shown in the table were obtained by calculating the mean of the category values in 

the case of the two fires. 
Table 2.  

Burned vegetation severity levels obtained calculating BVI (Source: the author). 

Severity Level BVI 

Highly healthy vegetation <= 0.124 

Healthy vegetation 0.125 to 0.286 

Bare soil 0.287 to 0.449 

Moderately burned vegetation 0.450 to 0.612 

Highly burned vegetation >= 0.613 

3.3. Analysis of the relationship between BVI and RBR, dNDVI, dNBR 

For the statistical analysis of the relationship between satellite indices, first has been 

calculated the number of pixels that exist in each study area (N, population size) with the 

Zonal Statistics tool in QGIS. Having the total number of pixels in the study area, the size 

of a sample was calculated with a confidence level of 95% and with a margin of error of 

5%, using the following formula (Israel, 1992): 

                                                              𝑛 =
𝑛0

1+
(𝑛0−1)

𝑁

                                                        (9) 

where n is the sample size, N is the population size, and n0 is calculated as follows: 
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                                                               𝑛0 =
𝑍2𝑝𝑞

𝑒2                                                            (10) 

where n0 is the sample size, Z2 is the abscissa of the normal curve that cuts off an area α at 

the tails (1 - α equals the desired confidence level, e.g., 95%), e2 is the desired level of 

precision, p is the estimated proportion of an attribute that is present in the population, and 

q is 1-p. The value for Z is found in statistical tables which contain the area under the 

normal curve. With the help of the Random points in layer bounds tool in QGIS, the 

required number of points of the calculated sample has been generated. In QGIS there is 

another tool that allows to extract the pixel value using a vector layer that contains the 

sampling points and the raster layers with field/bands to get values from. Thus, with the 

Point Sampling tool, the pixel values that were taken in the sample were extracted for 

correlation analysis between satellite indices. The intensity of linear relationship between 

satellite indices was determined using by Pearson correlation coefficient (r). The Pearson 

correlation coefficient (r) of two variables, xi and yi, was calculated on the basis of the 

following equation (Lee & Wong, 2001): 

                                                
SxSy

YX
n

xiyi

r

n

i 



 1

                                                (11)        

where, X  and Y  represent the mean of x and y, and Sx  and Sy represent standard 

deviation of x and y, calculated with the formulas: 
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Pearson's correlation coefficient was validated with a t-test. The object of the t-test of a 

correlation coefficient is to investigate whether the difference between the sample 

correlation coefficient and zero is statistically significant. It is assumed that the x and y 

values originate from a bivariate normal distribution, and that the relationship is linear 

(Kanji, 2006). To test the null hypothesis that the population value of r is zero, the follow 

test statistic has been calculated: 

                                                        𝑡 =
𝑟

√1−𝑟2
∗  √𝑛 − 2                                                    (12) 

This t-test follows Student’s t-distribution with n − 2 degrees of freedom and in this case 

was two-tailed. 

4. RESULTS AND DISCUSSIONS 

The delimitation and extraction of the two areas affected by forest fires with the 

calculation of the RBR index gave different results compared to Copernicus EMS maps. 

The size of the burned area according to the calculation process of this study in the case of 

Kineta is 3511 hectares, presenting the following distribution of burn severity: Low 

Severity: 493 ha (14%), Moderate-low Severity: 1483 ha (42%), Moderate-high Severity: 

1370 ha (39%), High Severity: 164 ha (5%) (Fig. 7). On the other hand, the size of the 

affected area in the case of Mati is 942 hectares, presenting the following distribution of 

burn severity: Low Severity: 76 ha (8%), Moderate-low Severity: 369 ha (39%), Moderate-

high Severity: 271 ha (29%), High Severity: 226 (24%) (Fig. 8). EMS data (emergency 

maps and vector packages) estimates the size of the burned area in Kineta at 5613 hectares 

and in Mati at 1275 hectares (Copernicus EMS, 2018). 
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These differences in the size of the areas affected by the same fire are explained by the 

different methods used in the delimitation of the burned areas. In the case of Mati the EMS 

thematic layer has been derived from post-event satellite image, using by means of visual 

interpretation. The estimated geometric accuracy is 5 m CE 90 or better, from native 

positional accuracy of the background satellite image. Data sources they used are very high 

resolution Pléiades pre- and post-fire satellite images. The pre-event image is a Pléiades-

1A/B, distributed by Airbus DS, acquired on 07/03/2018, with a ground sampling distance 

(GSD) of 0.5 m, approximately 0% cloud coverage. The post-event image is a Pléiades-1B 

acquired on 25/07/2018, with a ground sampling distance (GSD) of 0.5 m, approximately 

2.3% cloud coverage. In the case of Kineta the EMS thematic layer has been derived from 

post-event satellite image using a semi-automatic approach. The pre-event image in this 

case was a SPOT6/7, distributed by Airbus DS acquired on 06/12/2017, with a ground 

sampling distance (GSD) of 1.5 m, approximately 0% cloud coverage. The post-event 

image was also a SPOT6/7, acquired on 30/07/2018, with a ground sampling distance 

(GSD) of 1.5 m, approximately 5.6% cloud coverage (Copernicus EMS, 2018).  

Both visual interpretation and semi-automatic classification of land cover are methods 

often used in Remote Sensing (Cigna et al, 2011; Cigna et al., 2012; Raspini et al., 2018; 

Jiang et al., 2012), but in the case of the study and mapping burned areas they give very 

different results. Firstly, because the methodology for the delimitation and interpretation of 

the results always depends on the researcher and the purpose of the study for which it is 

done; and secondly, because the study of the change of land cover in Remote Sensing 

depends a lot on the date and time when the satellite images were taken, the season of the 

year in which they were taken, the atmospheric conditions and the time interval between the 

images. 

The Burned Vegetation Index (BVI) in the study and mapping burned areas is focused 

on represent fire-altered vegetation (Fig. 9, Fig. 10). It captures changes in vegetation using 

the Red, NIR and SWIR bands of the electromagnetic spectrum. The correlation analysis 

between BVI and different fire severity metrics (RBR, dNDVI, dNBR) has shown that the 

BVI corresponds very well with other satellite indices used in the study and mapping 

burned areas (Fig. 11). In the study area of Kineta there were 1 169 238 pixels, of which a 

sample of 384 points was taken with the values associated with its pixels. The study area of 

Mati contained 249 468 pixels, of which a sample of 384 points was taken with the values 

associated with its pixels. In the case of the relationship between BVI and RBR, the 

Pearson correlation coefficient (r) gave the value r=0.96 (Kineta) and r=0.94 (Mati). The 

relationship between BVI and dNDVI was r=0.93 (Kineta) and r=0.90 (Mati). The 

relationship is also strong in the case of BVI and dNBR giving r=0.96 (Kineta) and r=0.94 

(Mati). The coefficient of determination (R2) using linear regression in the case of BVI and 

RBR is R2=0.92 (Kineta) and R2=0.89 (Mati). In the case of BVI and dNDVI the 

coefficient of determination is R2=0.87 (Kineta) and R2=0.82 (Mati). The coefficient of 

determination is also high between BVI and dNBR: R2=0.92 (Kineta) and R2=0.88 (Mati) 

(Table 3). The t-test of the correlation coefficient validated that the difference between the 

correlation coefficient and zero is statistically significant in all cases between BVI and 

RBR, dNDVI, dNBR. With this it can be affirmed that there is a statistically significant 

relationship between BVI and RBR, dNDVI, dNBR. The t-test was taken with a confidence 

level of 95% (CL), margin of error 5% (α) and with the probability of tα/2 = 0.975. 

Establishing this, the critical value of the T-Student table according to the degree of 

freedom (df = n-2) in all cases is 1.96 (df= 381 in the case of Kineta and df= 364 in the case 

of Mati). Between BVI and RBR, dNDVI, dNBR the T-test value (T-stat) is greater than 
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the critical value (T-critical), stating that there is statistically significant relationship 

between the variables (Table 3). 

In the study of forest fires, it is not sufficient to assess and delimit the affected areas 

after the event. From a socio-economic perspective it is important to develop vulnerability 

models to wildfires. Further studies underline the need to find optimal ways of evacuating 

the population in cases of forest fires (Hasnat et al., 2018; Nicoară & Haidu, 2014). In 

addition, the study of burned areas with Remote sensing methods in other studies is 

complemented by meteorological indicators (Furtună & Holobâcă, 2013). Mateescu (2006) 

in its study on post-fire assessment introduces the dedicated BAS2 tool for wildfires. From 

a hydrological perspective, Sever's study (2019) reveals the impact of mega-fires on 

watersheds. 
Table 3.  

The degree of dependence between BVI and RBR, dNDVI, dNBR. 

Relationship/Fire r R2 T-stat T-critical df 

BVI & RBR (Kineta) 0.96 0.92 67.8 1.96 381 

BVI & RBR (Mati) 0.94 0.89 54.2 1.96 364 

BVI & dNDVI (Kineta) 0.93 0.87 49.7 1.96 381 

BVI & dNDVI (Mati) 0.90 0.82 40.2 1.96 364 

BVI & dNBR (Kineta) 0.96 0.92 67.6 1.96 381 

BVI & dNBR (Mati) 0.94 0.88 52.4 1.96 364 

 

     

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Burned area size and burn severity levels, Kineta. 
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Fig. 8. Burned area size and burn severity levels, Mati. 

 

Fig. 9. BVI severity levels, Kineta. 
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Fig. 10. BVI severity levels, Mati. 

 

5. CONCLUSIONS 

Sentinel-2 satellite images available for free are a good source of data for analyzing 

and interpreting burn severity of forest fires because they have a relatively high spatial 

resolution of 10 m. However, Copernicus EMS data have shown that the delimitation of the 

area affected by fire is based on criteria defined by the researcher and also depends on the 

purposes of the investigation. In this study, the affected areas have been delimited with the 

calculation of the RBR index and according to the USGS proposition to interpret burn 

severity, setting a threshold of RBR > 0.27 to extract only the areas that were burned. EMS 

maps are developed to handle emergencies, therefore reflect situations almost immediately 

after the events (a few days after the event). Moreover, the study of the relationship 

between BVI and RBR, dNDVI, dNBR demonstrated that BVI is a good alternative for the 

study of wildfires, specially adapted for fire-altered vegetation research. 
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Fig. 11. Graphs correlating BVI and RBR, dNDVI, dNBR. 
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ABSTRACT: 
Current study is focused on the GMT based modelling of the two hadal trenches located in 

southwest Pacific Ocean, eastwards from Australia: Tonga and Kermadec. Due to its 

inaccessible location, the seafloor of the deep-sea trench can only be visualized using 

remote sensing tools and advanced algorithms of data analysis. The importance of the 

developing and technical improving of the innovative methods in cartographic data 

processing is indisputable. Automatization in data analysis has been significantly increased 

over the past years. However, using programming and scripting in cartography still remains 

lower comparing to the use of the traditional GIS. Therefore, developing GMT-based 

methods for the geomorphological data processing is crucial for better understanding the 

landforms of the seafloor. Methodology includes application of the GMT scripting toolset 

for the automated digitizing of the profiles crossing the trenches in perpendicular direction. 

A sequence of the GMT codes enabled to visualize raster and vector data, perform 

geomorphological modelling, descriptive statistical data analysis and quantitative 

comparison of the two trenches. Using GMT, the bathymetric sample data of the Kermadec 

and Tonga trenches were modeled, analyzed and compared. The results show deeper 

bathymetry and more seafloor roughness for the Tonga. Comparing to Kermadec, Tonga 

Trench has steeper gradient of the profiles. The seafloor geomorphology is strongly affected 

by a variety of factors that shape actual form of both trenches. The experimental 

methodology is fully based on the GMT scripting with presented and explained codes.  

 

Key-words: GMT, geomorphology, mapping, hadal trench, Tonga, Kermadec 

1. INTRODUCTION 

The structure of the ocean seafloor has been the subject of the attention in Earth 

sciences recently (Micallef, 2011; Mitchell, 2015). The rapidly developing GIS methods, 

machine learning algorithms and automatization in geospatial analysis improves the 

precision and quality of the mapping. One of these tools, the Generic Mapping Tools 

(GMT), a geospatial scripting toolset developed by Wessel & Smith (1991) provides 

advanced cartographic solutions that enable to model, analyze, map, visualize and calculate 

the phenomena of the submarine geology that can only be studied by the remote sensing 

methods and complex algorithms of data analysis. A variety of the GMT modules (Wessel 

et al, 2013) specifically adjusted for modelling raster grids, plotting vector maps, 

computing descriptive statistical graphs and aesthetic cartographic mapping proved to be a 

perfect tool for modelling oceanological data. Current work is fully based on using GMT 

for comparative analysis and geomorphic modelling of two hadal trenches. 

The presented research is focused on the comparative analysis and geomorphological 

modelling of the two hadal trenches located in the Pacific Ocean: Kermadec and Tonga 
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(Fig. 1). Using GMT modelling, the shapes of their orthogonal transect profiles were 

compared and analyzed in order to highlight differences and variations in the landforms of 

the two trenches located close to each other yet different in structure. The majority of 

research either focus on the biota communities of the deep-sea ecosystems (Leduc, 2015; 

Nunnally et al., 2016; Leduc et al, 2016) or the tectonic movements of the plates in the 

Pacific Ocean (Duncan et al., 1985; Tappin, 1993; Piller et al., 1999). The presented work 

aims to contribute to the studies on the geomorphological modelling of the hadal trenches 

of the Pacific Ocean.  

Fig. 1. Map of the study area: Kermadec and Tonga trenches, Pacific Ocean (Source: author). 

2. STUDY AREA AND DATA 

The study area is focused on two hadal trenches located in south-west Pacific Ocean 

northwards from Australia and New Zealand: Kermadec and Tonga. Their brief geographic 

description can be characterized as follows. Kermadec Trench is the southern from the two 

located 120 km off the New Zealand with axis continuing from ca. 26°S to 36°S. It is the 5 th 

deepest trench in the world with a maximum depth of 10,177 m (Jamieson, 2015) m and a 
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length of  1500 km (Jamieson et al, 2011). Its closeness to the Antarctic makes it one of the 

coldest trenches in the world (Belyaev, 1989).  

Kermadec Trench runs parallel to the Kermadec Ridge with geomorphology of V-shape 

formed by tectonic subduction of the Pacific Plate under the Indo-Australian Plate 

extending from approximately 26° to 36°S near the northeastern tip of New Zealand's North 

Island (Leduc & Rowden, 2018).  

 

 
Fig. 2. Transect segments of the cross-secton profiles in Kermadec and Tonga trenches (left). 

Geologic and tectonic settings of the trenches (right) (Source: author). 
 

The specific conditions of the tectonic setting in the study area is the subduction of the 

Pacific Plate  at a rapid rate beneath the Indo-Australian Plate along the Tonga–Kermadec 

Trench (Castillo et al., 2009), Fig. 2, right. Specifically, a convergence at maximal rate ∼ 

249 mm/yr) along the Tonga–Kermadec arc system makes it one of the most seismically 

active subduction zones in the world (Bevis et al., 1995). Due to the complex interaction of 

various factors (ocean currents, closeness to the Antarctica) the deep Pacific Ocean seafloor 

underlying the trenches is notable for variable surface productivity (Linley et al, 2017). 

Detailed description of the environmental, geological and tectonic settings of the Kermadec 

is in Smith et al. (2003); Anderson, 2006; Regelous et al., 1997; Smith & Price, 2006. 

Tonga Trench is adjacent, continuing Kermadec Trench northwards with axis stretching 

from ca. 15°S to 26°S. Located in close proximity to the Kermadec, it is separated by a sill 

located on the Tonga Platform (Wright et al., 2000) and by the Louisville Seamount Chain 
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(Jamieson et al, 2013) (Fig. 2, right).  With maximum depths of 10,882 m, the Tonga 

Trenches is the 2nd deepest trench in the world (Blankenship et al, 2006). Similar to the 

Kermadec, Tonga Trench belongs to the South Pacific Subtropical Gyre (SPSG) 

biogeochemical province and has the same primary productivity rate  rate of 87 g C m-2 

y−1 (Xu et al, 2018). Both trench axes have roughly 30° slight from the longitude line. 

Further studies on Tonga Trench, its environment and communities can be found in relevant 

literature (Tappin, 1993; Ewart et al., 1993; Hergt & Woodhead, 2007).  

3. METHODOLOGY 

3.1. GMT codes for the topographic and geological mapping 

A methodological approach consists in the sequence of the GMT modules. Each 

module consists of the small code line. Combined together as a script, they are used for 

mapping. Thus, the following GMT modules were used to map Fig. 1:  

gmt grdcut earth_relief_01m.grd -R140/195/-50/-5 -Gtkt_relief.nc -V 

Here the necessary part of the image was cut off and the coordinates were given (-

R140/195/-50/-5) in WESN way. The raster data used as a basis map is ETOPO1. The 

coordinates in southern hemisphere are given as negative values. The module 'grdinfo' was 

used to analyze the output raster (tkt_relief.nc): 

gmt grdinfo @tkt_relief.nc 

The color palette was made using 'makecpt' module from the available 'geo' palette 

adjusted according to the data range (topography from -11000 to 4500): 

gmt makecpt -Cgeo.cpt -V -T-11000/4500 > myocean.cpt 

Following that the raster image was visualized:  

gmt grdimage earth_relief_01m.grd -Cmyocean .cpt \ 

    -R140/195/-50/-5 -JM6i -P -I+a15+ne0.75 -Xc -K > $ps 

Here the '-JM6i' means Mercator projection with 6 inches width of the map; '-P' means 

portrait orientation; '-K' means continue of the script (not finalized). 

The legend was added using 'psscale' module using the following code snippet: 

gmt psscale -Dg131/-50+w14.8c/0.4c+v+o0.3/0i+ml Rtkt_relief.nc -J -Cmyocean.cpt -

-FONT_LABEL=8p,Helvetica,dimgray --

FONT_ANNOT_PRIMARY=5p,Helvetica,dimgray -Baf+l"Topographic color scale" -I0.2 

-By+lm -O -K >> $ps 

3.2. GMT codes for the geological mapping of the study area 

The geological layers (lines and points) were added on Fig. 2 (right) using the 

following code snippet. As can be seen (the code below), the plotting of the vector elements 

on the map is done using '-W' command, e.g. '-Wthinnest,red'.  

Each code is saved to the initially created file using >>ps command. The first mention 

of this command goes with single bracket, e.g. '> $ps'. Then all the elements that are added 

to the map overlay the same. In this sense, there is certain similarity with GIS layers and a 

sequence of codes in the whole GMT script. The initial files with extension gmt (e.g. 

ridge.gmt) are tables with attribute data (coordinates and values) in native GMT format. 

Hence, the following code was used for geological mapping on Fig. 2, right: 

gmt makecpt -Crainbow -T0/700/50 -Z > rain.cpt 

gmt psxy -R -J volcanoes.gmt -St0.4c -Gred -Wthinnest -O -K >> $ps 

gmt psxy -R -J ridge.gmt -Sf0.5c/0.2c+l+t -Wthinnest,black -Ggreen -O -K >> $ps 

gmt psxy -R -J LIPS.2011.gmt -L -Gpink1@50 -Wthinnest,red -O -K >> $ps 
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# Adding slab contours and magnetic lineation picks 

gmt psxy -R -J SC_tonga.txt -W0.6p,red,- -O -K >> $ps 

gmt psxy -R -J GSFML.global.picks.gmt -Sc0.2c -Wthin,purple -Gpurple -O -K >> $ps 

gmt psxy -R -J trench.gmt -Sf1.5c/0.2c+l+t -Wthick,yellow -Gyellow -O -K >> $ps 

Fig. 3. Geomorphological modelling of the trenches by GMT (Source: author). 
 

The GMT module ‘psxy’ was used for adding annotations on the maps, plotting 

geologic lineaments and sample points. The ‘psbasemap’ and ‘grdcontour’ GMT modules 

were used to map base map elements: bathymetry contours, net grids, titles and subtitles.  

3.3. GMT codes for the geomorphological modelling of the cross-section profiles 

The combination of several GMT modules was used for mapping geomorphological 

profiles (Fig. 2, left). The modelling was done using following code (example for the 

Kermadec Trench). The trench segment and end points were plotted: 

gmt psxy -Rtkt_relief.nc -J -W2p,red trenchK.txt -O -K >> $ps # my line 

gmt psxy -R -J -Sc0.15i -Gred trenchK.txt -O -K >> $ps # points 

Then, the profiles 400 km long, spaced 10 km, sampled every 2km were generated 

using 'grdtrack' GMT module based on the 'tkt_relief.nc' raster in NetCDF format: 

gmt grdtrack trenchK.txt -Gtkt_relief.nc -C400k/2k/10k+v -Sm+sstackK.txt > 

tableK.txt 

The profiles were written into table: gmt psxy -R -J -W0.5p tableK.txt -O -K >> $ps 

The modelling of the profiles was performed by the following code snippet: 
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gmt psxy -R-200/200/-11000/2000 -JX15.2c/5c -Bxag100f50+l"Distance from trench 

(km)"  -Byag2000f1000a2000+l"Depth (m)" -BWeSn \ 

    -Glightgray -W0.5p envK.txt -UBL/-2p/-45p -K > $ps 

gmt psxy -R -J -W1.0p -Ey+p0.2p stackK.txt -O -K >> $ps 

gmt psxy -R -J -W1p,red stackK.txt -O -K >> $ps 

The annotations were added using Unix utility 'echo', for example: 

echo "-70 -100 Profiles 400 km long, spaced 20 km, sampled 2km" | gmt pstext -R -J -

Gwhite -F+jBL+f12p,red -O -K >> $ps 

Final visualization is presented on Fig. 3. 

 
Fig. 4. Mathematical approximation of the trend curves of the profiles (Source: author). 

 

3.4. GMT codes for the mathematical approximation of the trends and histograms 

A sequence of the codes was applied to model trends visualized on Fig. 4 by modules:  For 

example, basic LS line shown on the Fig. 4, E (lower left), y = a + bx + cx^2 was 

plotted using following methodology combining GMT and Unix utilities: 

gmt trend1d -Fxm stackK.txt -Np2 > model.txt 

gmt psxy -R -J -Bpxag100f10 -Bsxg50 -Bpyaf+u"m" -Bsyg2000 \ 

    -BWSne+gazure1 -Sc0.05c -Gred stackK.txt -Y5.0c -O -K >> $ps 

gmt psxy -R -J -W0.5p,blue model.txt -O -K >> $ps 

echo "m@-3@-(t) = a + b\267 t + c\267t@+2@+" | gmt pstext -R -J \ 

    -F+f11p+cBL -Dj0.1i -Glightyellow -O -K >> $ps 
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echo "180 -1500 D" | gmt pstext -R -J -F+jBL+f18p,black -Gfloralwhite -W0.5p -O -K 

>> $ps 

rm -f model.txt 

 
Fig. 5. Histograms of the bathymetry: frequency of the distribution of depths by data for both 

trenches. Left: Kermadec, right: Tonga  (Source: author). 
 

The same procedure was repeated for several mathematic approximations of the trend 

lines showing general profile shapes and gradients for both trenches. The comparison of 

trenches was computed using module 'pshistogram' (Fig. 5) by following code:  

gmt pshistogram tableK.txt -i4 -R-10000/6/0/20 -JX4.8i/2.4i \ 

    -Bpxg1000a1000f100+l"Bathymetry (m)" \ 

    -Bpyg5a5f2.5+l"Frequency"+u" %" -Bsyg2.5 \ 

    -BWSne+t"Histograms of the bathymetry: Kermadec Trench (A) and Tonga Trench 

(B)"+gsnow1 -Glightsteelblue1 \ 

    -D+f7p,Times-Roman,black -L0.1p,dimgray -Z1 -W250 -N0+pblack -N1+p..- -

N2+p. \ 

    -UBL/8.5c/-1.8c -K > $ps 

4. RESULTS AND DISCUSSIONS 

The resulting profiles are visualized as two segments (red and green for both trenches) 

on Fig. 2, left. Automatic digitizing of the cross-section profiles for Kermadec and Tonga 

trenches demonstrated that Tonga trench’s geomorphology has steeper gradient slope on the 

western flank (Fig. 3, A). On the contrary, Kermadec trench (Fig. 3, B) has more gentle 

shape form of the western slope off Tonga Ridge. The results of the comparative analysis of 

the two trenches show that Tonga Trench has shallower depths on the eastern part along but 

kermadec Trench has more abrupt shape with 2,641 depth records s from -6,600 to -6,800 

meters (Fig. 5). Comparing the deepest values >9,000 meters for Tonga Trench there are 5, 

39, 72, 95, 109 observations, that sums together 320 samples. As for kermadec Trench for 

the same depth range there are 10, 18, 48, 72 and 103, which gives together 251 

observation samples proving that Tonga Trench is deeper than Kermadec Trench.  

If we compare the variations of the seafloor depths at range from -6,000 to -5,000, it 

can be sen (Fig. 5) that Kermadec Trench has more values in this range: 1820, 2641, 1203 

and 503 giving together 6167 samples. For the Tonga Trench, the same range gives 4803 (a 

sum of 1221, 2089,  1019 and 544). That means that Kermadec has more gentle slope and 
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shallower depths which can also be seen on Fig. 3. This illustrates tectonic and geological 

local variations, as well as different sedimentation of the Kermadec and Tonga trenches 

causing variations in their geomorphic shape despite their close location to each other.  

5. CONCLUSIONS 

Various factors affect formation, functioning and sustainability of the marine habitats 

and hadal trenches as one of the unique places of the oceans, as discussed in previous 

papers (Lemenkova, 2018a; Pollnac et al., 2001; Pelletier. & Louat, 1989; Lemenkova, 

2018b). The complex analysis of the structure of the ocean ecosystem based on the 

advanced data analysis, software and scripting tools significantly increases the precision 

and speed of the data processing and reliability of the results. Examples of the application 

of programming languages and statistical tools specifically for the oceanological data 

modelling were presented in previous publications: Python (Yu et al., 2019; Lemenkova, 

2019c; Lemenkova, 2019d), R (Lemenkova, 2019a; Lemenkova, 2019b), SPSS  

(Lemenkova, 2019f), Gretl (Lemenkova, 2019e). Using GMT advanced scripting toolset for 

the cartographic modelling increases automatization of the mapping routine. Therefore, 

GMT is strongly recommended for the geospatial data analysis and thematic mapping.  

There are both theoretical and practical innovations of the presented research that can 

be applied in the similar works. The theoretical novelty lies in the comparative 

geomorphological mapping of the two hadal trenches that does not exists in the available 

literature. The practical novelty consists in the developed methodology of the GMT-based 

mapping rather than traditional GIS, applied for the geomorphic modelling. Tested, 

presented and explained functionality of the several GMT modules enables to do automated 

digitizing of the orthogonal profiles crossing trenches in the perpendicular direction. 

Through this modelling, the shape of the landforms and steepness gradient of the trenches 

were visualized, compared and statistically analyzed. The traditional handmade 

cartographic digitizing is a tedious routine usually prone to minor or major errors. On the 

contrary, using GMT based machine learning for the automatization of the cartographic 

techniques significantly improves the quality and precision of the modelling.  
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ABSTRACT : 
The aim of the study was to measure the importance of county centers in terms of central 

positioning and accessibility. The actual county centers have been chosen not only based on 

their central position but also based on other reasons such as their cultural, traditional and 

especially historical importance. With all these through time they should enforce their 

central position also in terms of accessibility – as some administration procedures can be 

managed just in these cities –  and to became truly the centers of their counties.  We want to 

check if the actual county centers fulfill these considerations, how strong is these 

fulfillments and in case of failure which cities could take their places. We also made some 

comparisons with former administrative organizations at the beginning of the 20th century 

before car traffic appeared. 
 

Key-words: network modeling, weighted network, closeness centrality, eigenvector 

centrality, ranking   

1. INTRODUCTION 

The actual county centers have been chosen not only based on their central position but 

also based on other reasons such as their cultural, traditional and especially historical 

importance. With all these through time they should enforce their central position also in 

terms of accessibility – as some administration procedures can be managed just in these 

cities –  and to became truly the centers of their counties. Through history the border of 

middle level administrative entities has changed but in many cases the same cities remained 

as county centers for the newly created or modified administrative entities. Our research is 

focused on calculating and comparing the centrality of county centers by calculating those 

centrality indices which can be directly related to accessibility, considering the population 

movement too. In those cases, where the importance of a county center in terms of 

accessibility is not eloquent we try to show alternative locations and evaluate the whole 

county’s accessibility if they would be county centers.  

The comparison is made not just between different counties in present but also between 

two different time periods with different administrative borders, being 100 years apart from 

each other. The selected counties cover the major part of actual Transylvania, including 

Crișana but excepting the Banat region.  

For characterizing the spatial accessibility there are many indicators, mainly connected 

to different centrality measures (Rodrigue, 2017; Miller, 2018) . The importance of 

accessibility is present in many fields: city planning, emergency evaluation, touristic 

destination management or agriculture (Bilasco et all., 2018). The present research aim is to 

study the centrality of different settlements, especially the county centers, trying to prove 

that centrality was an important factor in tracing administrative borders. Various indices 
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characterizing the centrality are defined for network models, considering the nodes’ degree, 

the participation of a node in multiple path, the distance of a node form the other etc. 

(Bennison, 2010).  Although, studies which evaluates the centrality of nodes, representing 

settlements or inner points of settlements are not new (Kang, 2015) these researches are 

part of a continuously developing mainstream not just by their results but also with their 

research methodology (Hellerik et all., 2019). 

2. METHODS AND DATA 

2.1. Methods 

2.1.1. Shape index 

The accessibility of polygons’ centroid is undoubtedly related to the shape of the 

polygon. For a regular shape is much easy to have a high accessibility value than for an 

irregular or elongated shape having the same area. Through its shape every polygon holds a 

potential to have a higher or lower accessibility value for its centroid and also for its other 

points. This potential can be expressed by the shape index which is a ratio between the 

polygon perimeter and area.  Through time were used several indices, but some of them 

were size dependent (Frohn, 1998; Lang & Blaschke, 2007). The variant of the shape index 

that is scale independent is the ratio between the perimeter and the square root of area 

multiplied with 4 (equation 1).  

 

                                             𝑠𝑖 =
𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟

√4∙𝑎𝑟𝑒𝑎
                                                       (1) 

 

Its value is close to 1 in case of circular shapes and more distant for irregular and 

elongated shapes (Patton, 1975; Schumaker, 1996). In our case lower values will represent 

a higher centrality potential for a given county. 

2.1.2. Centrality 

The centrality of a node in a network can be measured in multiple ways. All of these 

try to determine how important is a node in a given network. Some of the most commonly 

used are (Bennison, 2010):  

1) degree centrality, which considers that the most important node is that which has the 

most connections;  

2) closeness centrality for which the most important node is that, which has the lowest 

average distance from all other nodes in the network;  

3) betweenness centrality, which choses the most important node based on the number 

of shortest routes which are going through it. 

Closeness centrality measures how distant is a given node form all other nodes in a 

network based on the shortest paths average distance (Sabidussi, 1996), (eq. 2).  

 

                                              𝑐𝑐𝑖 =
∑ 𝑑(𝑖,𝑥)𝑖,𝑥𝐺

𝑛−1
                                                     (2) 

 

where cci is the closeness centrality value for node i, d(i,x) is the length of shortest path 

between nodes i and x, n is the number of nodes in the connected graph G. The shortest 

path can be calculated in weighted and unweighted networks. The closeness centrality can 

be defined also for node weighted networks. In this case depending on application this 
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weight can be a combination of node pair values for every shortest path or considering just 

one nodes’ value. In our research as we were interested in studying the incoming population 

for a county center, we considered as node weight just the population of the incoming node. 

For shortest path calculation we used Dijkstra’s algorithm, determining in one step all 

shortest routes from a given node (Dijkstra, 1959). A similar procedure was used by 

Nicoara & Haidu (2014) in order to identify shortest route access to emergency medical 

facilities. All calculation concerning centrality values were made in an external application 

written in C++. 

Eigenvector centrality is an index which measures the importance of a node in a 

network (Negre et all., 2018; Hexmoore, 2015). This importance can be expressed as a 

selected weight assigned to every node of the network. The calculus of the eigenvector 

centrality starts from an arbitrary vector assigned to every node. In every step new 

eigenvector values are calculated as a product between their existing (old) values and the 

node’s weight. After that the obtained vector is normalized by the highest value obtained in 

present step calculus. The number of steps is defined by a threshold value, for the sum of 

the differences of the previous and current eigenvector values. In our present research we 

used eigenvector centrality considering as weight both the physical distance (shortest route) 

and the weighted distance expressed as a product between physical distance and the number 

of incoming population. By definition higher eigenvector centrality values mean higher 

influence for a node. In our case, as the weights represent costs and not benefits, smaller 

cost (distances) are better, the interpretation of eigenvector values is opposite – lower 

eigenvector values are more desirable. 

2.2. Data sources and preprocessing 

In our study the data acquisition and preprocessing was made in QGIS, and the 

accessibility analysis was made on a network model because it is one of the most suitable 

way to model spatial relations (Bobková, 2017). As we made our research for two different 

time periods we have to get map date for both of it.  

In case of the beginning of the 20th century we used the map sheets of the Austro-

Hungarian Empire, which scale varied between 250.000 to 400.000. The map sheets were 

georeferenced using the Bessel ellipsoid parameters. Two thematic layers were digitized 

from them: the settlement and the road network layer. The non-spatial data regarding the 

population number of that time was collected from statistical records of the 1910 census 

digitally prepared and made publicly available by Varga E. Árpád (1992).  

Unfortunately, the version of the database management application used by UNESCO 

in which the digital census data is freely available, has several inconvenient. It is an 

application that cannot be run on current 64-bit operating systems, it uses a custom data 

format and has limited export capabilities. To regain the data recorded in this format was a 

challenge in itself. It was necessary to install an old, unsupported 32-bit version of 

Windows XP, and it was necessary to search for a full version of WINISIS because the 

version downloaded from the website did not have the proper export capability. After 

resolving the situation, the database was converted to Excel format and based on 

settlement’s name it was joined with the locations on the map. 

In case of the nowadays data, the road network was obtained from OpenStreetMaps, 

the settlement location from geo-spatial.org portal, which made publicly available different 

vector data including Romania’s cities position, while the data source for population data of 

2011 census was the National Statistical Institute of Romania. 
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The main reason for choosing OSM is that raw data can be downloaded, while for 

proprietary maps (Microsoft Bing Maps, Google Maps, Here Technologies Here WeGo 

etc.) only the analysis results can be obtained freely (ex. shortest routes). OpenStretMaps 

data being a Volunteered Geographic Information (VGI) it’s normal to check the data 

accuracy. Fortunately, there are studies about this issue testing the data accuracy from 

China (Wang et al, 2013) through Turkey (Hacar et al., 2018) and Germany (Helbich et al, 

2012) to Great Britain (Haklay, 2010) and Ireland (Ciepłuch et al, 2010). Hacar and 

collaborators emphasizes how the volunteers experience level determines the accuracy. In 

case of China the position data accuracy proved to be very poor especially for low level 

roads. The situation is much better in Europe where position imprecision varies a few 

meters, mentioning that high accuracy is mainly present in highly populated urban centers. 

Both for the beginning of 20th century and for nowadays the points representing the 

settlements were connected with the road network by direct connections and a graph based 

network model was created. In that model some of the nodes are representing the 

crossroads while others the settlements. Each road segment between different node pairs 

had the length attribute and each node that represents a settlement had the population 

number, resulting a node and edge weighted network model for further analysis. 

3. RESULTS AND DISCUSSION 

Calculating the polygon scale index, we defined the theoretical possibility for every 

county to could have a well (centrally) positioned center, as for circle like forms it’s more 

easy to have a highly accessibile center than for elongated or irregular shapes.  

  

 

 

 

 

 

  

 

 

 

 

 

 
 

 

Fig. 1. County shape index at present (right) and past (left) with actual border  

and settlement defined hull polygons (upper maps). 
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Using the same legend category, it was unexpected to see, that administrative entities 

from the beginning of the 20th century are most suitable to create centrally positioned 

centers then the current administrative units.  

We identified that the vectorization scale for the two cases could have influence on the 

results as the perimeter of shapes depends more on vectorization detail than the area. To 

overcame this difference, we created convex hull polygons for both time moments for each 

county based on their settlements (Fig. 1). Calculating the scale index for these newly 

created hull polygons the results seems to model more accurate the situations. For 

nowadays the distribution of scale index is more balanced, having middle to high values for 

most of the actual counties. For the beginning of 20th century the scale index distribution 

has a wider range with two counties in the best scale index range, but also four counties in 

the two worst value range, using the same legend category for both cases. 

In conclusion the current administrative boundaries offer a better theoretical 

positioning for county centers to have an excellent accessibility. This is proved also by the 

average values of the shape index for the hull polygons. The relative standard deviation for 

the counties existing at the beginning of the 20th century is 0.069, while for actual situation 

is only 0.022.  

 

 

 
 

Fig. 2. Distances between polygon centroids and county center. 
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We continued with measuring the distance between the polygons’ centroids and the 

actual county centers. The raw values are similar for the two time moments with a slightly 

higher average distance for actual time but also with a lower standard deviation. To have a 

more precise representation we calculated the relative distance against the area of the 

polygons, because it’s normal to have higher values for larger areas and the actual counties 

area are much higher than the counties in the beginning of the 20th century (Fig. 2). The 

mentioned relative distance improved both calculated indicators: the average of the relative 

distance with 20%, the standard deviation with 31% for current time. Even if the current 

counties have larger areas then those at the beginning of the 20th century, their county 

centers are relatively closer to the polygon centroids and by this they have a better location 

potential to fulfill their central role. 

Till now the analysis’ regarded the counties having a continuous space with free 

movement inside them, in the following the road network was considered to measure the 

accessibility. For that we have calculated the closeness centrality for each settlement inside 

the county that belongs to. This value indicates for every settlement how suitable is to be 

the county center. We performed this centrality analysis both in not weighted and weighted 

form. We considered as weight the number of population in the settlements.  

 

 
Fig. 3. Settlements’ accessibility measured as weighted closeness centrality. County centers are 

marked with black points, the circles’ area is proportional with their population, the red starts mark 

the county polygon’s center and the orange hexagon the hull polygons’ center. The colors indicate the 

suitability category for each settlement to became county center in terms of accessibility (green to red 

– higher to lower).  
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To make a proper modeling in every analysis we considered that the currently analyzed 

settlement (for which we are calculating the closeness centrality) has the population of the 

current county center’s population by temporary swapping their population number. 

Without this consideration we could not have a realistic modeling, as due to the important 

population number in county centers just the nearby settlements could candidate to the 

county center role.  

Even if the graphical representation is picturesque (Fig. 3) it could not provide all 

details, we summarized the important results in Table 1. The candidate settlements were 

selected based on their population number. Just those settlements are mentioned which has 

at least 10.000 inhabitants. There are some very clear situations.  

In case of Bihor, Cluj, Mureș and Satu-Mare the county centers are really best 

positioned, in some other cases the situation maybe doesn’t seem ideal but in reality it’s 

very good, with no mentionable alternatives such as Brașov, Covasna, Sălaj. Based on the 

results we think that for Harghita and Hunedoara neither by structural nor by practical point 

of view we cannot say that the actual county centers are the best choices, of course just 

regarding the accessibility. 

 
Table 1. 

Ranking of actual city centers based on closeness centrality  

and proposed alternative county centers. 

County name Rcc Rwcc CScc CSwcc 

Alba 3 10 - - 

Bihor 1 1 - - 

Bistrița-Năsăud 7 25 - Năsăud [18], Beclean [21] 

Brașov 2 8 - - 

Covasna 1 8 - - 

Cluj 1 1 - - 

Harghita 13 68 
Odorheiu 

Secuiesc [3] 

Odorheiu Secuiesc [23], 

Gheorgheni [63] 

Hunedoara 7 80 Simeria [4] 
Călan [3], Hațeg [20], 

Hunedoara [34], Simeria [49] 

Maramureș 1 35 - Baia Sprie [22] 

Mureș 1 1 - - 

Sălaj 2 3 - - 

Satu Mare 2 1 - - 

Sibiu 1 45 - Mediaș [33] 

Rcc - actual county center’s rank in closeness centrality measure / Rwcc - actual county center’s rank 

in weighted closeness centrality measure CScc - candidate settlements from closeness centrality values 

CSwcc - candidate settlements from weighted closeness centrality values. Values in brackets indicates 

settlement ranking for candidate cities. 

Calculating the eigenvector centrality both in unweighted and weighted way we got the 

values indicating the influence of every settlement in the network. The results are presented 

in Table 2 which in main part matches with the situation based on closeness centrality: 

Mureș, Cluj and Satu-Mare are clearly the winners, while Hunedoara and Harghita are 

laggards.  

For those settlements who were marked as candidate for the county center role we have 

remade the weighted closeness centrality and weighted eigenvector centrality analysis,  
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considering those settlements as county centers but keeping their population number. We 

want to see whether in this case their weighted centrality and weighted eigenvector 

centrality will have better values that the actual county centers.  

The obtained result can be summarized as follows: in case of Sălaj county Jibou would 

not be a viable county center. In case of Sibiu county Mediaș would not be a better choice 

in terms of weighted closeness centrality, having a worst relative rank, although its ranked 

higher than Sibiu.  The best solution for Bistrița Năsăud county would be to have Beclean 

as county center if we look just at the weighted closeness centrality. In this case also 

Năsăud city would have a higher rank than in actual situation. For Hunedoara county the 

best case would be to have Călan as county center, for Maramureș county with the city of 

Baia Sprie being county center would have higher accessibility. In case of Brașov county 

the city of Codlea it could be a viable alternative as county center, and in case of Harghita 

county Odorheiu Secuiesc could take the place of Miercurea Ciuc.  

If we consider the distances between alternative and actual city centers just in two 

cases the theoretical change of county center would produce significant changes, as in case 

of Sibiu and Harghita county the distance exceeds 50km.  

Table 2. 

Ranking of actual city centers based on eigenvector centrality  

and proposed alternative county centers. 

County name Rec Rwec CSec CSwec 

Alba 172 1 - - 

Bihor 6 1 - - 

Bistrița-Năsăud 4 4 - - 

Brașov 82 17 
Făgăraș [13], 

Codlea [42] 
- 

Covasna 13 19 - - 

Cluj 1 1 - - 

Harghita 25 31 
Odorheiu 

Secuiesc [3] 
Gheorgheni [29] 

Hunedoara 3 93 - 
Călan [6], Hațeg [11], 

Hunedoara [37], Simeria [57] 

Maramureș 13 68 Baia Sprie [9] Baia Sprie [40] 

Mureș 1 1 - - 

Sălaj 9 3 Jibou [4]  

Satu Mare 1 1 - - 

Sibiu 2 5 - - 

Rec - actual county center’s rank in eigenvector centrality measure / Rwec - actual county center’s rank 

in weighted eigenvector centrality measure CSec - candidate settlements from eigenvector centrality 

values CSwec - candidate settlements from weighted eigenvector centrality values. Values in brackets 

indicates settlement ranking for candidate cities. Values in brackets indicates settlement ranking for 

candidate cities. 

As mentioned our research want to compare the actual situation with that of 100 years 

ago. The direct comparison is practically impossible as the county boundaries have 

changed. We perform the analysis for those cities which were county centers even 100 

years ago to see how imposing they were at that time. For this analysis we considered as 

alternative county centers those cities which had at least 3.000 inhabitants at that time.  
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Looking at Table 3 and Table 4 we can notice that in several cases the situation was 

the same: Oradea as county center for Bihor/Bihar, Sfântu Gheorghe as county center for 

Covasna/Háromszék, Cluj-Napoca as county center for Cluj/Kolozsvár and Satu Mare for 

Satu Mare/Szatmár had the best accessibility and influence inside their (changed) counties. 

On the other side Miercurea-Ciuc and Deva had a not very clear position even 100 years 

ago. Târgu Mureș through time enforced a little it’s accessibility to nowadays while Bistrița 

and Brașov had a little bit better accessibility in the past.  

 
Table 3.  

Ranking of cities which are historically county centers based on closeness centrality  

and proposed alternative county centers based on data from the beginning of 20th century. 

County center 

name 
Rcc Rwcc CScc CSwcc 

Bistrița 1 1 - - 

Oradea 1 1 - - 

Brașov 1 2 - - 

Miercurea Ciuc 7 27 - Sândominic [5] 

Sfântu Gheorghe 9 13 - - 

Deva 9 25 - Hunedoara [9] 

Cluj-Napoca 4 4 - - 

Târgu Mureș 1 2 - - 

Satu Mare 1 1 - - 

Sibiu 2 18 - Selistea [9] 

Zalău 19 21 Simleu Silvaniei [16] Simleu Silvaniei [14] 

 

Table 4.  

Ranking of cities which are historically county centers based on eigenvector centrality  

and proposed alternative county centers based on data from the beginning of 20th century. 

County center 

name 
Rec Rwec CSec CSwec 

Bistrița 1 2 - - 

Oradea 1 1 - - 

Brașov 1 1 - - 

Miercurea Ciuc 13 25 Frumoasa [12] 
Sândominic [5], Joseni [18], 

Frumoasa [21], Gheorgheni [24] 

Sfântu Gheorghe 22 26 - - 

Deva 11 29 Hunedoara [5] Hunedoara [3] 

Cluj-Napoca 1 1 - - 

Târgu Mureș 23 24 Reghin [5] Reghin [5] 

Satu Mare 1 1 - - 

Sibiu 3 13 - Selistea [9] 

Zalău 15 17 - - 
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4. CONCLUSIONS 

The presented research wanted to characterize how accessible were and are the county 

centers for several Romania’s counties. For evaluation two approaches were used, the shape 

index and two centrality measures: closeness and eigenvector centralities in unweighted and 

weighted variants. We have found that the shape index representing the centrality potential 

for counties has no relation with actual road network based accessibility. The correlation 

values between shape index and centrality values are far below a considerable value. 

The role of county centers inside their counties, measured as accessibility values are 

not so different through 100 years even if the administrative boundaries has changed, 

sometimes substantially. Most of county centers has an excellent or good accessibility and 

influence and even if some’s accessibility is just acceptable, the obtained alternatives would 

not produce important changes. In these cases, using the actual road network a significantly 

better location could not be found. This appreciation is valid for past and present. In the 

study we identified two counties where the change of the county centers it would make 

sense in terms of accessibility.  

Through our research we proved that there are cases when historical, cultural or other 

arguments may prevail over a practical aspect, expressed in this case with centrality.  

Acknowledgements. The presented research was supported by the DOMUS scholarship program of 

the Hungarian Academy of Sciences. 
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ABSTRACT:  
Urban indicators plays an important role in the planning and sustainable development of the 

cities. This paper presents a methodology to determine the favorability index for 

development of Singapore based on land cover. The ‘City Index’ of Singapore was 

calculated using five indicators – Social, Environmental, Industrialization, Economic, and 

Naturality. Two indices ‘Environmental Capacity of Development’ and ‘Land Restriction’ 

were used as correction factors in the Singapore favorability index for development 

determination. The analysis of indicators and final index were carried out based on the land 

cover of Singapore in 2014 and in 2030 projection. A high favorability index was observed 

in the central and northwestern sides, in Pulau Tekong and Pulau Ubin ‘Environmental 

Capacity of Development’ factor is related to the significant importance in the natural 

territories and in the reclamation areas. Hence the central, North-West and surrounding 

islands registered higher values (close to 1) of the “Environmental Capacity of 

Development”. The high values of the ‘Land Restriction’ factor indicating many 

infrastructures and special use areas spread over the Singapore Island. On the other hand, 

the moderate values of the ‘Land Restriction’ factor are observed in few locations from 

North, South, central and northeastern islands of Singapore. The ‘Favorability index for 

development of Singapore’ depicts the central and northwestern sides together with the 

Tekong and Pulau Ubin as high favourable areas. The southern part of Singapore, near the 

coastline and the eastern extremity are predicted to be favourable areas in the future due to 

new reclamation lands extensions.  The approach presented in this paper is indispensable 

tool for the Singapore urban decisions and future planning. Moreover, the methodology is 

useful and it can be adapted for large cities or metropolitan areas of capitals.   

Key-words: City development, Development indicators, Land covers analysis, Naturality, 

Singapore. 

1. INTRODUCTION 

Regional development is highly dependent on the Globalization trajectories. In general, 

the administrative units of the countries are commonly structured in each activity, such that 

the main sectors of industry, agriculture, and tertiary are very well defined. Christaller 

(1933, 1966) indicated in his‘Central Place Theory’that the spatiality of the concentric 

development is observed at regional scale which is mainly occurred in the cities. This 

concept illustrates the development of cities and metropolitan areas around of core with 

                                                           
1 Nanyang Technological University, School of Civil and Environmental Engineering, 50 Nanyang 

Avenue, Singapore. *Corresponding author email: margarit@ntu.edu.sg 

Co-authors e-mail: chrahardjo@ntu.edu.sg, alfrendo@ntu.edu.sg  

 

http://dx.doi.org/10.21163/GT_2019.142.06


 Mărgărit-Mircea NISTOR, Harianto RAHARDJO and Alfrendo SATYANAGA / DEVELOPMENT…61 

 

 

main functionality and concentric zones with various functions in the industry, agriculture, 

and others sectors. Further, his theory was analysed by Beguin (1996) and it was used in the 

regional geography and urban planning. Based on the natural landscapes, including the 

relief and geomorphology, rivers, coastal areas, and succession of cities, the anisotropic 

regions were defined. On the high specialization influence and technologies improvement, 

the cities of the world have a development that tends to population growth and area 

extension. The population migration is focussing on viable and functional cities, gross 

domestic product, and main economic attractions to build-up the careers and society. Many 

sectors in the big urban areas become fully occupied and they adopt multi-functionality for 

their prosperity. Thus, the strategic plans and immediate future actions should be analysed 

for correct decisions on a favourable territory.  

The changes at the global scale are firstly induced related to the climate warming 

(Stocks et al., 1998; Shaver et al., 2000; Haeberli et al., 1999; IPCC, 2001; Stavig et al., 

2005; The Canadian Centre for Climate Modelling, 2014) illustrating major changes after 

the ice mass changes (Kargel et al., 2005; Oerlemans, 2005; Shahgedanova et al., 2005; 

Dong et al., 2013; Xie et al., 2013; Elfarrak et al., 2014; Nistor & Petcu, 2015), reduction of 

river flows, depletion in the spring discharge, and poor groundwater quality due to the 

increases of the groundwater temperature (Taylor and Stefan, 2009; Figura et al., 2011; 

Kløve et al., 2012; Haldorsen et al., 2012; Kløve et al., 2014). Due to these negative issues, 

the ecosystems and anthropic areas require a good management for the next future 

planning. Moreover, the agricultural and industrial activities are continuing to be significant 

indicators for the cities and regions sustainability.   

Up to present, the functionality of the cities and its sustainable development were very 

well documented (Ayram, 2017). Singh et al. (2012) indicated that the man indicators 

should be considered in the sustainability assessment. They used four core indicators for 

sustainable development based on the United Nations Commission for Sustainable 

Development framework presented by Labuschagnea et al. (2005). These indicators refer to 

social, economic, environmental, and institutional. Ayram et al. (2017) used the land use 

intensity, time of human landscape intervention, and biophysical vulnerability to revise a 

multidimensional spatial human footprint index in Mexico and to analyze the effects of 

landscape trans-formation on the habitat mammal species. Sands & Podmore (2000) 

developed an Environmental favorability index for development using 15 sub-indices to 

analyse the corn and wheat agricultural production systems in southeastern Colorado. 

Holden (2006) carried out the urban indicators for the sustainability development in the 

Vancouver area, Canada.  

 Gardi et al. (2010) found an optimal index for the Emilia-Romagna region from Italy 

based on the CORINE Land Cover database. They propose four determinant indicators 

(urbanization, industrialization, agricultural, and agricultural intensity) and two state 

indicators (naturality and biodiversity). The formula and the indicators calculation for the 

Land Use favorability index for development were established by Gardi et al. (2010).  

In the large city-state as Singapore, some activity sectors are very well defined, but 

others are inferred between them (i.e. educational institutions and residential areas). To 

determine the favourable index in Singapore, five main indicators and two correction 

factors have been set and implemented in a new framework in this study. These indicators 

were calculated based on the land cover of Singapore in two periods of time (i) current 

period (2014 master plan) and (ii) near-future period (2030 master plan). The study area 

includes the main land of Singapore and the surrounding islands.      
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Fig. 1. Location of Singapore city-state on South-East Asia map. 

2. MATERIALS AND METHODS 

2.1. Study area 

Singapore is a city-state located in the South-East Asia, between Indonesia and 

Malaysia (Fig. 1). The main island is around 50 km in length and 25 km in width. 

Numerous islands could be found around the Singapore, including in principal the Jurong, 

Sentosa, and Bukom islads in the South and Pulau Ubin and Pulau Tekong in the North-

East. Land cover in Singapore register a dynamic growth of the artificial areas (Tab. 1).  

The development of the Singapore started since 1950s years and currently, more than 

60% of the territory is artificial area, mainly with residential and industrial areas (Fig. 2). 

North-West and central areas as well as the Pulau Ubin, Pulau Tekong, and Sentosa islands 

shows a large area of open and recreational space, while in southern sides and Jurong 

Island, there are predominantly the industrial area. The infrastructure areas are mainly 

composed by harbour sectors designated to navy boats and heavy platforms for shipping 

and the Changi Airport. Sparsely are presented the areas with special use, reserve sites, and 

lakes.  Table 2 reports the area values (km2 and %) of each land cover type in Singapore 

related to 2014 and 2030.  

The complex demographic aspects and the actual construction plans signal the necessity 

of a detailed analysis of the land use sustainability.   
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Fig. 2. a) Land cover map of Singapore related to 2014; 

            b) Land cover map of Singapore related to 2030. 

Source: Urban Redevelopment Authority: Master Plan for 2014 and 2030. 

(https://www.ura.gov.sg/uol/). 

 

2.2. Overview of the methodology and data 

The favorability index for development is a product of the ‘City Index’calculated using five 

indicators and the ‘Environmental Capacity of Development’, further divided to ‘Land 

Restriction’. The appropriate indicators for ‘City Index’ determination are selected based 

on common factors used for the cities development and Singapore Island. These indicators 

are: ‘Social’, ‘Environmental’, ‘Industrialization’, ‘Economic’, and ‘Naturality’. Each one 

Table 1.  

Land use in Singapore: current (2014) and near-term (2030) periods 

 

Land type  
2014 2030 

Area (km²)  Area (%)  Area (km²)  Area (%)  

Coast line 13.84 1.73 13.41 1.61 

Commercial use 21.64 2.71 12.28 1.48 

Education Institution 6.97 0.87 11.21 1.35 

Industry 134.02 16.79 152.82 18.41 

Infrastructure 57.37 7.19 58.75 7.08 

Open space and recreation 180.08 22.56 189.68 22.85 

Reserve site 93.14 11.67 92.74 11.17 

Residential 216.01 27.06 214.81 25.87 

Special use 44.80 5.61 46.33 5.58 

Water body 30.30 3.80 38.24 4.61 

Total  798.18 100.00 830.28 100.00 
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reflects the capacity of the development in various sectors and it is easy to be extracted 

from the land cover or master plan of the city. Thus, the Social Indicator was defined in this  

study based on residential, educational institution, infrastructure, and special use areas. The 

‘Environmental Indicator’ is composed from reserve sites, open space and recreational 

areas, water bodies, and coastline areas. Industrialization, Economic, and Naturality (i.e. 

coastline, water bodies, and open space) indicators are defined as industrial areas, 

commercial units, and open space respectively. The Economic Indicator could also include 

other variables (i.e. gross domestic product) which have direct impact for the economy.    
In the favorability index for development determination, we applied two correction 

factors specifically for Singapore. The ‘Environmental Capacity of Development’ 

represents a strong development factor and it is composed by reserve sites, coastline, and 

open space areas. These areas are most available territory for the new built-up and 

reclamation lands (i.e. coastal zone). The ‘Land Restriction for Development’ is a weak 

factor for development and it is composed mainly of areas with very low capacity for 

development and society wellness. The areas considered for the correction factor were 

normalized from 0.5 (low impact) to 1 (high impact) following the Gardi et al. (2010) 

approach. The nil values in this type of normalization were avoided due to the mathematical 

operations, but also because some land cover designation could be changed into another.  

Figure 3 shows the general framework of the favorability index determination methodology 

into the urban areas.  

 

 The main data used in the paper refers to the master plan of Singapore, published in 

2014 and the masterplan projection for year of 2030. The raster maps of master plan, for 

both periods were collected from the Urban Redevelopment Authority site 

(https://www.ura.gov.sg/uol/master-plan) and were georeferenced in ArcGIS 10.5 

environment. The vector data of the land cover pattern was extracted from the raster grid 

data and they were divided into 10 classes, as it was proposed in the Master Plan of 

Singapore. Then, the vector data of land cover for 2014 and 2030 were used to calculate the 

indicators values, i.e. the ‘City Index’, the correction factors of ‘Environmental Capacity of 

Development’ and ‘Land Restriction for Development’, and the ‘favorability index for 

development of Singapore’. 

Table 2.  

Normalized values of land cover for determination of favorability index for 

development of Singapore 

Land type  
    Environmental Capacity for    

Development 

    Land Restriction for   

Development 

Coast line 0.90 0.50 

Commercial use 0.50 0.75 

Education 

Institution 0.50 0.75 

Industry 0.50 0.75 

Infrastructure 0.50 1.00 

Open space and 

recreation 0.80 0.75 

Reserve site 1.00 0.50 

Residential 0.50 0.75 

Special use 0.50 1.00 

Water body 0.50 1.00 
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2.3. Indicators setting and calculation 

   The five indicators: ‘Social’, ‘Environmental’, ‘Industrialization’, ‘Economic’, and 

‘Naturality’, were incorporated in Eq. (1) to calculate the ‘City Index’ of Singapore.  The 

network 1X1 km was used to create the equal units (cells) over the Singapore territory. The 

indicators were incorporated in each cell adopting the Gardi et al. (2010) method. They 

divided the areas of the indicators in every unit to the area of the unit. To incorporate the 

variation of land use in each province and the complexity of these provinces, the 

biodiversity index was used in their study. Using the mathematical formula, Gardi et al. 

(2010) determined the Land Use favorability index for development at regional scale in 

Emilia-Romagna from Italy. In this study, the formula used by Gardi et al. (2010) was 

adopted by replacing biodiversity with two correction factors which are more representative 

for the city development. These two factors are ‘Environmental Capacity of Development’ 

and ‘Land Restriction for Development’ and they were used in the determination of 

favorability index for development of Singapore (Eq. (2)). The correction factors used in 

this paper contains normalized values in range from 0.5 (minimum value) to 1 (maximum 

value) as proposed by Gardi et al. (2010). The minimum and maximum values are 

determined for types of land cover which represent strong and weak capacity for 

development in Singapore. Other land cover types were classified accordingly between 0.5 

and 1 (Tab. 2). Note that the minimum values of 0.5 is not representing the nil influence, 

but the most unlikely for the index. The moderate influence was set between 0.5 and 1.  

City Index =  (SocInd × 20) + (IndusInd × 10 + EcInd × 2)  + (EnviInd × 20)  + (NatInd × 20)    (1) 

 

where: 

SocInd = Social Indicator 

IndusInd = Industrialization Indicator 

EcInd = Economic Indicator 

EnviInd = Environmental Indicator 

NatInd = Naturality Indicator 

 

Favorability index for development of Singapore =  
City Index × Environmental Capacity of Development

Land Restriction for Development 
         (2)    

4. RESULTS  

4.1. Core indicators and ‘City Index’ in Singapore  

The indicators, ‘City Index’, correction factors, and favorability index for development of 

Singapore’ were calculated based on the proposed methodology in this study, for years of 

2014 and 2030. Figure 4 illustrates the variations of different indicators over Singapore 

island. In 2014, the Social indicator indicates high values (above 0.8) in the southern, 

central, northern and eastern parts of Singapore (Fig. 4a), while in 2030, the Social 

indicator increases slightly in the South and West parts (Fig. 4b).  In 2014, the results of the 

Environmental indicator shows maximum values (1) in the West, West-central, and East of 

Singapore, in Pulau Ubin and Pulau Tekong. In addition, high values could also be 

identified in the South and South-West near the coastline of Singapore. Figures 4c and 4d 

depict the Environmental indicator for both periods. Industrialization indicator is more 

developed in the western and southwestern sides of Singapore including Jurong Island (Fig. 

4e and 4f).  
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Fig. 4. Spatiality of indicators used into City Index calculation for Singapore. 
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Few territories with industry activities are present in the East, East-central and North. 

Between years 2014 and 2030, the increase in the industrialization indicator is observed in 

the central, northern, western and Jurong Island parts. The Economic indicator is identified 

in the South of Singapore, while it is very sparsely over South-West, South-East, and North 

of Singapore. Figures 4g and 4h bring forward the spatial distribution of the Economic 

indicator in Singapore. Interestingly for the future period, this indicator will increase up to 

1 and will be more concentrated in the South of Singapore. An extended territory is defined 

by ‘Naturality’ indicator, mainly in the northwestern, central, and southern parts of 

Singapore. Sentosa, Pulau Ubin and Pulau Tekong register high values (over 0.8) of this 

indicator in 2014 (Fig. 4i) while Tekong Island is expected to be more natural land in 2030 

(Fig. 4j).  

 Five indicators are required to calculate the ‘City Index’in Singapore. For both periods, 

the ‘City Index’ shows a large territory with medium values especially in the residential 

areas and infrastructure places (Fig. 5a and 5b). The high values were depicted mainly in 

the natural areas and open spaces, Pulau Ubin and Tekong islands. The low values overlap 

with the industrial areas and spread more in the West, East, and North of Singapore. In the 

future period, the highest values of ‘City Index’ are expected to decrease in the central and 

southern sides, while in the northwestern and Tekong Island ‘City Index’ is expected to 

occupy larger territory.  

4.2. Correction factors 

Many successful built-up projects can be found in the open space and in the reclamation 

areas. Figures 6a and 6b show the‘Environmental Capacity of Development’ correction 

factor in 2014 and 2030. The lands with low restriction values extend to the North, South, 

and East on the coastline as well as to the north-eastern islands. Future projection in 2030 

indicates major changes in the map with favourable lands are expected to be found on the 

South and East coastline. The low values of ‘Environmental Capacity of Development’can 

be observed especially in the residential and industrial areas and cover the West, East, East-

central and North territory of Singapore for both periods. The maximum values of     ‘Land 

Restriction for Development’are sparsely distributed in territory, but mainly occupy few 

land of North, East and West sides. These territories overlap with the infrastructure, body 

water, and special use lands. Major part of the Singapore Island has values between 0.5 and 

0.75 and only few lands with low restriction are present in the North, South, sparsely in 

central, and in the Palau Ubin and Tekong islands. Figures 7a and 7b depict the spatial 

distribution of ‘Land Restriction for Development’ factor over Singapore.    

4.3. Favorability index for development of Singapore 

Utilizing‘City Index’and two correction factors, the‘favorability index for development 

of Singapore’ were calculated for years 2014 and 2030. In 2014, the low and very low 

favorability was depicted in the southwestern side of Singapore including Jurong Island, in 

the eastern side, and some parts of South and North of Singapore. These areas corresponded 

to the field with the industrial lands, residential areas, and infrastructure. The medium 

favorability index for development of Singapore’is observed sparsely within Singapore 

island in 2014 (i.e. some territories cab found in the South, central, North-West, and in the 

North of Pulau Ubin) which overlaps with commercial and open space areas.  
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Fig. 5. City Index distribution over Singapore. a. City Index in 2014. b. City Index in 2030. 

 

 
Fig. 6. Environmental Capacity of Development factor over Singapore. a. in 2014. b. in 2030. 
 

 
Fig. 7. Land Restriction for Development factor over Singapore. a. in 2014. b. in 2030. 
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The high and very high ‘ favorability index for development of Singapore ’  were 

indicated in the West and central sides of the main island with few territories in South, East, 

and South-West of Singapore. Pulau Ubin and Pulau Tekong are classified under high and 

very high favourable areas, while the southern islands has land that is classified under very 

low, low, medium and high favourable areas. Figures 8a and 8b show the favorability 

index for development of Singapore for the years 2014 and 2030.  

In 2030, the favorability index for development Index of Singapore is very low and low 

in the South-West, East, and few sides in South and North of Singapore. This pattern 

follows the spatial distribution of favorability index for development of Singapore in 2014. 

The numbers of areas in medium class decrease whereas the numbers of areas in high and 

very high classes increase. The medium favourable areas can be observed in the South, 

West, West-central, and North sides, while the high and very high favourable areas are 

indicated in the central, West and North-West, and in the South of Singapore. Interestingly, 

the favourable indexes of Pulau Ubin, Pulau Tekong and the eastern extremity of the 

Singapore main island are expected to increase due to the reclamation land in 2030. In both 

periods, the high and very high favourable have direct relationship with the reserve sites, 

open space and recreation areas.  

 

 
 

Fig. 8. Favorability index map for development in Singapore. a. in 2014. b. in 2030. 

5. DISCUSSION 

The main goal of this paper was to propose a methodology to assess the favourable 

index in the urban areas using the terrain data of land cover and land use. A new method 

was proposed for the city-state of Singapore considering ‘City Index’ and two correction 

factors such as ‘Environmental Capacity of Development’ and ‘Land Restriction for 

Development’. The methodology was applied for two GIS database for years of 2014 and 

2030 to assess the development of Singapore in 2014 and 2030. The spatial distribution of 

five indicators was served to calculate the ‘City Index’ over Singapore. The high and very 

high values of the index overlap to areas which can support the new constructions and 

development, showing that the open space and reserve sites are the land with high 

favorability for development in the urban area. In opposite, the industrial zones of the 
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Singapore have low ‘City Index’, because these lands cannot support the development of 

the city from society point of view (i.e. educational and institutions units). In the same time, 

the airport and harbours areas have low favourable index.  

As expected, Pulau Ubin and Pulau Tekong represent the lands with high ‘City Index’ due 

to the green spaces and environmental spaces. As Singapore has limited spaces, the non-

constructed areas and reserve sites play very important roles in the development of of 

Singapore. Nistor & Petcu (2014) observed that the ecosystems plays an important role, not 

only in the natural areas, but also inside the cities. Thus, the harmony of the built-up and 

parks areas could be inferred to manage the development of the city. The coastline 

represent in Singapore a strong opportunity and a big challenge for the extension of the 

city. New reclamation lands are proposed for Singapore to 2030 fact for that the coastal 

areas constitute a high favorability of development.  

The new method has been applied on Singapore territory to assess the favorability for 

development of the city in two different periods. The proposed procedure combined several 

comprehensive indicators extracted from land cover in two different times. The analysis 

included the‘City Index’and two correction factors which refer to the Singapore territory. 

The selection of indicators and correction factors could be slightly modified from place to 

place. Based on these analyses, the land with high favorability were identified on the North, 

West, Pulau Ubin and Pulau Tekong. The approach is a new spatio-temporal method that 

contributes to specific literature of cities development. Our results represent a useful tool 

for the urban planning and future strategy at spatial level of Singapore.  This study is 

limited by the weights setting and the combination of layer although this doesn’t affect too 

much in the final analysis.  

6. CONCLUSIONS 

Based on the land cover data for 2014 and 2030, the‘favorability index for development 

of Singapore’was calculated. Five indicators mostly used for the cities development 

assessment have been analysed in the present study at spatial scale of Singapore to carry out 

the‘City Index’. This index combined with two correction factors contributed to the final 

calculation of the favorability index for development of Singapore. In 2014, it was observed 

that the central, North-West, Pulau Ubin and Pulau Tekong Island sides of Singapore shows 

a high and very high favorability. In 2030, the eastern side and the southeastern coastline 

parts show an important switch in the favorability for development increase due to the new 

reclamation lands.   

Even if the procedure is complex and requires several calculations, the method 

presented here reflects an appropriate way in which the cities development should be 

calculated.  Moreover, with slightly modifications, the method that we proposed here could 

be easily adapted to other study cases. 

The results of the present paper bring forward the relationship of the land cover of the 

Singapore city-state and various indicators used in the favorability for development. 

Normally, in the large cities the open areas and non-constructed land may constitute an 

advantage for the urban area development while the infrastructure and industrial areas are 

more rigid and supply only the internal connections, workforce. In case of Singapore, the 

reserve sites and coastal areas represent two strong development factors due to the terrain 

availability for development capacity, new reclamation land and maybe for new residences. 

The Pulau Ubin and Pulau Tekong, which are closer to the main island and also the largest 
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of Singapore territory, may be connected to the main land and could represent a significant 

pole for future development:  new traditional neighbourhoods, research centres.   

This study contributes to the scientific methodology, which evaluate the favourable 

indicators at spatial scale and proposes a procedure to integrate the strong and weak factor 

and calculate the favorability index for development of Singapore. Moreover, the maps and 

provided details represent a tool for urban planning and management strategy for 

Singapore. Future investigations could be drawn on particular sites of Singapore and an 

interactive favorability model could be proposed in ArcGIS as a new tool.  
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ABSTRACT: 

To examine the drought affected area is highly challenging because the drought is 

a natural disaster that starts and expands slowly. The severity of the drought is 

different when the rainfall is imbalance in the area. The objective of this study was 

to analyze the drought around Chi watershed with total area of 49,131.920 km2 by 

using data from Terra/MODIS satellite during 10 years (2007-2016). On part of 

method operation, the NDVI data was obtained from Terra/MODIS satellite, and 

VCI (Vegetation Condition Index) analysis was performed to examine the 

condition of plants which could identify the condition of drought in the area. 

According to the study, it was found that in 2015, it was the time when the drought 

affected area was at most which was equal to 91.54 percent, or 44975.23 km2. 

When the analysis results of these ten years were brought to find relationship with 

rainfall, it was found that the decision coefficient was R2 = 0.913. It can be 

concluded from the results of this study that VCI could be used as indicator and 

could identify the drought in Chi watershed in terms of area and time reasonably.  
 

Key-words: Drought, Remote Sensing, Chi Watershed, NDVI, VCI 

1. INTRODUCTION 

Drought is one of the top disasters of Thailand that cause considerable damage 

especially against the agriculture and cultivation due to the geography and weather that are 

risk factors of drought (Gomasathit rt al., 2015;  Laosuwan et al., 2016). The Chi 

watershed, located at the northeastern region of Thailand, has been affected by drought for 

a very long period of time; this is considered as one major problem which is mainly caused 

by rainfall and other related factors including the absorption of soil, the water source on the 

ground, the water source under the ground, and the use of land (Uttaruk & Laosuwan, 

2017). The drought is caused by an absence of rain during rainy season during June to July. 

According to the analysis into the pattern of rain in terms of area and time, it was found that 

an absence of rain also happens after September as well, especially in Chi watershed which 

is highly affected by drought since it is the area where the southwestern monsoon could not 

reach to; also, if there is no tropical hurricane moving through in a certain year, there would 

be more severe drought (Rotjanakusol  & Laosuwan, 2018). The consequence from drought 

was a lack of consumable water to be used in various activities, especially in agriculture 

which is the main career of the people living around Chi watershed; also, it would have an 

impact on people’s consumption. Therefore, a lack of water would severely affect the 
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cultivation – it decreases the agricultural plants thus leading to economic, social, and 

environmental problems (Bordi & Fraedrich, 2009; Wang et al.,2014).    

The study to try to understand the characteristics of drought therefore becomes vital, 

and must be done for the benefit in providing advance precaution to those concerned, and 

there would be a plan to solve the problems (Fensham & Holman, 1999; Gebrehiwot  et al., 

2011). In analyzing the drought, a wide variety of data are used including rainfall, moisture 

of the soil, the evaporation of water. Often, there is no comprehensive data for the whole 

area that would affect the quality of the analysis result in a particular area (Lines et al., 

2017). The data obtained from satellite thus is used to analyze the drought since it is the 

source of data that can store data continuously, covering the vast area and could be used to 

identify the location also (Furtuna & Holobaca, 2013; Chang et al., 2018; Nistor et al., 

2018; Son et al., 2018; Canedo-Rosso et al., 2019). The word “drought” has no universal 

clear definition; it is just the period of time when the climate is dried and affects the change 

of plants and moisture in soil. The growth of plants is the direct key indicator for the 

analysis of drought (Tucke, 1979; Wang et al., 2003; Dutta et al., 2015; Jiao et al., 2016; 

Rimkus et al., 2017). With such reasons, the objective of this study, consequently, focuses 

on the analysis of drought and the assessment for drought in Chi watershed by using data 

from Terra/MODIS satellite during 10 years (2007-2016).  

2. AREAS AND DATA 

2.1 Study area  
The Chi watershed is located at the northeastern region of Thailand (Fig.1); it is 

located between the 15° 30' north latitude to 17° 30' north latitude, and is between the 

101°30' east longitude to 104° 30' longitude, with total area of 49,131.920 km2, with 

average temperature in the whole year of 26.9 °C, with maximum temperature in April of 

35.9 °C, and minimum temperature in December of 16.9 °C, with annual average rainfall of 

1,231 mm.  

 
 

Fig. 1. Study area. 
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2.2 Data 

2.2.1 Satellite data 

Terra/MODIS satellite was designed to be used in exploring and monitoring natural 

resources data on earth, with the width of swath of about 2,330 km2, with spatial resolution 

ranging from 250 m to 1000 m, with data recording system of 36 wavelengths (Xiong et al., 

2009). Therefore, data from Terra/ MODIS satellite are appropriate in monitoring change in 

vast area like Chi watershed. In this study, MOD13Q1 product dataset (Tab. 1) was 

collected in vegetation indices from Terra/MODIS satellite during Augusts of 2007 to 2016 

(10 years); subsequently, the geometric correction was done by adjusting the reference 

coordinates to be in WGS84-UTM zone 48 N system; the pixels were assessed by nearest 

neighbor method, and data from Terra/MODIS satellite were subset by using boundary line 

of Chi watershed.   
                                                                           Table 1.  

Characteristics of MOD13Q1. 

 

Characteristic Description 

Temporal Granularity 16-Day 

Temporal Extent February 2000 - Present 

Spatial Extent Global 

Coordinate System Sinusoidal 

Geographic Dimensions 1200 km x 1200 km 

Pixel Size 250 m 

SDS Name NDVI 

 

2.2.2 Rainfall data  
In this study, monthly rainfall data measured from ground rainfall measuring stations 

located in Chi watershed of Thai Meteorological Department (TMD) were collected. These 

monthly rainfall data would be used in finding the statistical relationship with analysis 

results from Terra/MODIS satellite data further.  

3. METHODOLOGY 

In this study, the procedures in analyzing data were determined as shown in Fig. 2, 

with details of operation as follows:  

 

 
 

Fig.2. Implementation procedures. 

 



Tanutdech ROTJANAKUSOL and Teerawong LAOSUWAN / AN INVESTIGATION OF DROUGHT…77 

 

3.1 Vegetation Condition Index (VCI) Analysis 
Since VCI is the value developed from NDVI, in the study the data from Terra/MODIS 

of 16 days and MOD13Q1 product set were used. Data used from this product was NDVI 

indices which are beneficial indicators and are widely used in the inspection of plant 

changes. NDVI is the calculation from ratio between difference and sum total of reflection 

of Red wavelength and NIR wavelength of objects on earth. NDVI of between -1 to +1 

would be obtained from the calculation. In the area covered by plants, the reflective value 

in NIR wavelength would be higher than that in Red wavelength, thus making the NDVI 

value to be positive, whereas the soil surface, the open area, and the construction area 

would have similar reflective value between these two wavelengths thus making NDVI 

value to approach near zero (Park et al., 2008; Rotjanakusol & Laosuwan, 2019). In the 

case of water surface, the reflective value in NIR wavelength would be lower than Red 

wavelength thus making NDVI value to be negative (Thavorntam et al., 2015). The method 

in calculating NDVI is shown in Equation 1. For VCI, it would be the adjustment of NDVI 

to be brighter by using maximum and minimum values of NDVI to be used in the 

calculation where the VCI value would vary between 0 to 100; this would be related to the 

change of plant condition from the least to the most value. VCI can be shown as in 

Equation 2.  

                                                                                    

                                                          

NIR RED
NDVI

NIR RED





                                                    (1) 

Where;  

NIR = Near Infrared Band 

RED = Red band   

 

                                                  

min

max min

100
NDVI NDVI

VCI
NDVI NDVI


 


                                        (2) 

Where;  

maxNDVI  = Maximum NDVI at study time of each pixel  

minNDVI   = Minimum NDVI at study time of each pixel. 

 

3.2 Spatial analysis   

The spatial analysis of drought is the classification of levels of plants conditions during 

Augusts of each year (2007-2016). In this study, the VCI drought levels were divided into 5 

levels (Tab. 2) with 0-20 score meaning the worst condition of plants (very high drought) 

to 80-100 score meaning best condition of plants (very low drought).  
 

                                                                 Table 2.  

VCI drought levels.        

 

Level VCI         

00.00-20.00 very high drought 

21.00-40.00 high drought 

41.00-60.00 moderate drought 

61.00-80.00 low drought 

81.00-100.00 very low drought 
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3.3 Analysis of relationship between VCI and rainfall 

The analysis of relationship between VCI and rainfall is divided into 2 forms including 

1) the analysis into statistical relationship – the VCI analysis result from Item 3.2 and 

rainfall data collected from TMD would be used to find statistical relationship in form of 

Linear Regression Analysis, 2) the analysis of change in terms of time by comparing data 

between VCI and rainfall during Augusts of each year (2007-1016).   

4. RESULTS AND DISCUSSIONS 

4.1 VCI analysis result 

As mentioned above, VCI value is the value developed from NDVI. The result of 

NDVI analysis obtained from Terra/MODIS satellite (MOD13Q1) can be shown in Fig.3. 

For the NDVI analysis, it can be concluded that the maximum, the minimum, the means, 

and the standard deviation of NDVI during Augusts of each year (2007-2016) in each 

period of time reveal the different conditions of plants; the NDVI means could identify the 

condition of plants or drought in each year. According to the NDVI analysis result, it was 

found that the minimum means was 0.196 in 2015 and the maximum means was 0.314 in 

2013.  

 

 
 

Fig.3. NDVI result. 

 

For the VCI analysis result, it was found that the means could identify the condition of 

plants or drought during Augusts of each year with minimum means of 24.015 in 2015 and 

maximum means of 91.635 in 2013. The VCI means data in 10 years can be concluded in 

Fig. 4, with graph showing the variance of VCI in each year, depending on the condition of 

plants and rainfall.  

 

 
 

Fig.4. VCI result. 



Tanutdech ROTJANAKUSOL and Teerawong LAOSUWAN / AN INVESTIGATION OF DROUGHT…79 

 

4.2 Spatial analysis result 

The spatial analysis result during Augusts of each year reveal the different conditions 

of plants of 0 – 100 scores; such scores is consistent with the theory, where the means can 

identify the condition of plants or drought in each year. The spatial analysis result in this 

study can be shown in Fig. 5.  

  

 
 

Fig.5. Spatial analysis. 

 

According to Fig. 5, it was found that in the area in Chi watershed in northeastern 

region of Thailand in 2007, 2008, 2010, 2011, 2014, and 2016, the condition of plants was 

at moderate level, signifying that during such period, the Chi watershed was moderately 

affected by drought. In 2009 the condition of plants was low and was lowest in 2015, 

signifying that the drought was at much and most level, respectively. And in 2012, there 

condition of plants was high and highest in 2013, pointing out that the drought was little 

and least respectively. Besides, the researcher had brought the VCI spatial analysis result to 

perform analysis in percentage of drought as shown in Fig. 6. 
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Fig.6. Percentage of drought. 

 

According to Fig.6, it was found that in 2015 the drought was most level, with the 

level of very low drought of 53.303 percent or equal to 26,188.794 km2, and the drought of 

low level equal to 26.983 percent or the area of 13,257.251 km2, and the moderate drought 

equal to 11.254 percent or the area of 5529.187 km2, reflecting the clear condition of 

drought of Chi watershed.   

 

4.3 Result of analysis of relationship between VCI and rainfall Spatial analysis result 

4.3.1. Analysis result of statistical relationship 

The analysis result of relationship between VCI (independent variable) and rainfall 

(dependent variable) during Augusts of each year (2007-2016) was found that the change of 

VCI is consistent with the rainfall; the analysis result of relationship is shown in Fig. 7. 

From the Fig. 7, the result of analysis into the relationship between VCI and the rainfall 

lead to the equation of y = 0.1839x+186.64, and with decision of coefficient of R2 = 0.913; 

the coefficient is near 1, showing that the relationship is of high level. It can be explained 

that if in August of any year, the VCI is of high level, then the rainfall measured would be 

of high level accordingly; on the contrary, if VCI is little, the rainfall measured would be 

little accordingly as well.  

 
 

Fig.7. Relationship between VCI and the rainfall. 
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4.3.2 Analysis results of change in terms of time  

The result of analysis into change in yearly term of VCI and rainfall in this study was 

that the change in terms of time of VCI means was consistent with the rainfall; however, the 

change of VCI may be changed more slowly than that of the rainfall since the plants were 

developed after there was sufficient amount of water for the growth. The change of VCI and 

the rainfall in 2015 would be lowest, and in was found that in 2013, the VCI and the rainfall 

was highest; the result of analysis of change on yearly basis of VCI and the rainfall is 

shown in Fig. 8.  

 

 
 

Fig. 8. The result of analysis into change in yearly term of VCI and rainfall. 

5. CONCLUSIONS 

The drought in Thailand directly affects the agriculture and water source since 

Thailand is the country where the people do farming especially growing rice; also, Thailand 

is considered as one of the largest field of rice production in the world. Mostly, the drought 

in Chi watershed that directly affects agriculture occurs in rainy season where the rainfall is 

absent for an extended period of time. In this study, the focus was on drought and the 

assessment for drought in Chi watershed by using data from Terra/MODIS satellite during 

Augusts in 10 years (2007-2016). The reason why it is such period of time is that under the 

calendar, the main agricultural cultivation of Thailand such as rice (wet season rice), oily 

plant (soybean, green bean and peanut), field plant (corn for feeding animals), would grow 

with fully green leave (The Department of Agricultural Extension, 2017); if in such month 

of any year, the agricultural plants grow with many green leaves compared with all area, it 

would mean that the drought is little, on the contrary, if the agricultural plants grow with 

just a few green leaves compared with all area, it would mean that the drought is of much 

level. In this study, it was found from the study that in 2015, it was the time when drought 

was at most level equal to 91.54 or equal to 44975.23 km2. When the results of the study 

were used to compare with other similar researches such as research on “Application of 

remote sensing technology for drought monitoring in Mahasarakham Province, Thailand” 

by Laosuwan et al., (2016), research on “Drought Detection by Application of Remote 

Sensing Technology and Vegetation Phenology” by  Uttaruk & Laosuwan, (2017), research 
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on “Remote Sensing Based Drought Monitoring In The Middle-Part of Northeast Region of 

Thailand” by Rotjanakusol & Laosuwan, (2018), research on “Surface Moisture and 

Vegetation Cover Analysis for Drought Monitoring in the Southern Kruger National Park 

Using Sentinel-1, Sentinel-2, and Landsat-8” by Urban et al., (2018), it was found that 4 

researches had the analysis results in the same direction with that of this study. The result of 

this study can be used as criteria in making reasonable decision on the Chi watershed area 

affected by drought, and also can be used to assess the drought area rapidly and reliably. 

The concerned agencies can apply this method in analyzing the drought area and can apply 

the result to prepare for plan in preventing and alleviating the drought sustainably in other 

areas of Thailand further.  
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ABSTRACT: 

The traditional agricultural landscape of the Czech Republic, with the advent of the 

Industrial Revolution, began to change slowly into an urban and industrial landscape. 

However, the biggest changes in the landscape character occurred in the period of world 

wars, in the post-war period and finally in the transformation of the economy after 1990. 

The importance of agricultural production in the Czech Republic is decreasing. However, in 

some rural areas, its position is still a tradition. The aim of the paper is to evaluate changes 

in the development of land use in the cadastral areas of the Dačice region in 1845, 1948, 

2001 and 2014. Land use records were provided by the Czech Office for Surveying, 

Mapping and Cadastre and Cadastral Office in Dačice. Previous land use categories were 

regrouped into seven specific categories according to classification in 2014 - arable land, 

gardens, permanent grassland, forests, water bodies, built-up areas, and other areas and for 

each category, the proportional changes were computed, explained and visualized. During 

the monitored period, a loss of arable land in the area was found, which is gradually 

grassed. The area of coniferous forests is further expanding during. From the urban point of 

view, there is no intensive development but some evidence of new built-up areas mainly 

located on the open area was identified. Based on our findings we can state that results 

practically copy the national development of cultivated land. 
 

Key-words: Landscape management, CORINE, Land use, Land cover, Rural region. 

1. INTRODUCTION 

Land use represents a specific demonstration of human activity in time and space (Olah 

et al., 2006) and it is clear that the landscape is a faithful reflection of the state and the 

development of a society (Lipský, 2011). The changes taking place just in the society can 

be distinguished according to their technological, demographic, economic, political or 

social character. They also reflect the way of using an arrangement of the landscape, both 

cultural and natural. The reasons for variable landscape researches are primarily given by 

serious problems in the environment, e.g. land’s degradation and erosion (Bürgi, 

Hersperger & Schneeberger, 2004). Different driving forces (economic factors, social 

factors, and general public) cause changes in the landscape and influence processes in an 

evolutional trajectory of the landscape itself (Bürgi, Hersperger & Schneeberger, 2004; 

Bičík et al., 2001). These factors create a coherent system in relation to their mutual 

interaction and feedback on various levels of time and space. In the last century, land use 

has been especially influenced by continuing differences between cores and peripheries. 
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The spatial structure of land use develops not only towards more and more spatial 

differentiation but also towards different dynamics of structural changes in territories, 

which are given by society in a certain stage of its development. The land use in Czechia 

has been clearly changing in the last two centuries, both vertically and horizontally. Hereby 

the regional heterogeneity of single territories hereby evolves towards more significant 

territorial differentiation and also different dynamics of land use functions. 

Any kind of change in the context of land use and land cover has a significant role in 

the climatic system (Loveland & Mahmood, 2014; Melillo et al., 2014). Except for heat 

production from industrial and other activities, the consequences of changes in land use 

(e.g. tree harvesting, rising food consumption, etc.) have had also an important influence on 

climatic changes (Nistor et al., 2018). Monitoring and analysis of historical changes in land 

use with the aim of capturing significant changes in manners in the landscape to various 

aspects of the environment, as well as monitoring the current state of the landscape and the 

development of landscape structures is currently a frequent topic. Since 1990, the number 

of papers on land use changes has increased significantly both at European and world level 

(Lipský, 2011). Among scholars, there are many approaches to landscape development 

assessment, e.g. Skaloš et al., 2011; Irwin & Geoghegan, 2001; Bürgi & Russell, 2001. 

Most of the papers concerning changes in the development or land use in Czechia are based 

on analysis of historical maps of the Stable Cadastre, e.g. Eremiášová & Skokanová, 2009; 

Brůna & Křováková, 2005a; Brůna & Křováková 2005b; Lipský, 1994; Bičík, 2012; 

Šťastná et al., 2015. Plánka (2013) dealt with an overview of historical cartographical 

works for landscape development. Furthermore, the changes in the frame of land use in 

Czechia were solved by Tlapáková et al. (2013) or Štych (2010), who displayed the 

changes in landscape structure using GIS tools. The assessment of changes in land use 

development in historical contexts and the subsequent understanding of landscape 

management is based on Land Use / Land Cover Changes, and on CORINE Land Cover 

Database (CLC) (Kolejka, 2011). Himiyama (1999) describes the LUCC program that 

recommends surveying the development of land use structures in the period of the last 300 

years. Due to the increasing spatial and temporal resolution of data sources, the 

recommendation of monitoring land use changes has been reduced to the last 100 years 

respectively 50 years. Feng and Flewelling (2004) point out that although land use/land 

cover categories are commonly used in environmental modeling or landscape development, 

they might be taken as subjective information and thus their interpretation depends on the 

original purpose of the study and the quality of data sources. 

The aim of the widely used CLC database is to display land cover across Europe based 

on a consistent methodology and regular update of this database. Overall, the database 

contains 44 categories, with 29 in Czechia and 11 in the study area. Generally, the 

information on land use through the CLC is taken as supplementary information because of 

its focus and uniform methodology (Feranec et al., 2000). Land cover categories were also 

by Rodríguez et al. (1999) for assessing the core of cities of similar size. Ahlqvist (2005) 

deals more closely with the issue in land cover categories. The study by Feranec et al. 

(2014) focuses on comparing CORINE Land Cover, National Land Cover Data Set 

(NLCD) and FAO Land Cover Classification System (LCC). Authors argue that these three 

typologies together with their similarity (compatibility and interchangeability) are needed 

to address environmental issues.  

The aim of the paper is to document the development of the rural landscape and 

highlight important causes of land use changes on the example of the Dačice region in 

Czechia. 
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2. STUDY AREA  

The study area is defined by the administrative boundary of the district of the munici-

pality with extended powers Dačice (hereinafter referred to as MEP). The Dačice rural 

region lies in the southeast corner of the South Bohemian Region of the Czech Republic 

(Fig. 1).  

 
Fig. 1. Cadastral areas within the Dačice region (Source: own processing, geodatabase ArcČR 500). 
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In the north and east it borders the South Moravian Region and the Vysočina Region, 

the southern border is formed by the state border of the Czech Republic with the federal 

state Lower Austria, specifically the tourist area Waldviertel. 

The border position of the area greatly affects the political, economic and socio-

economic development of the region's landscape. MEP Dačice includes together a total of 

23 municipalities situated in 85 cadastral areas with a total area of 472 km2 with a 

population exceeding 20.000 inhabitants. The population density is 43 inhabitants/km2, 

which is a low value compared to other self-governing units in the South Bohemian Region. 

It reaches only two-thirds of the South Bohemian region's value and less than a third of the 

Czech Republic's average. 

The study area is characterized as an intensively cultivated agricultural area with a 

smaller proportion of forests. Currently, a total of 27.656 ha of agricultural land is farmed, 

which represents almost 59% of the total area of the region. The secondary economic sector 

occupies the largest number of registered entities in terms of the sector structure of the 

national economy in the Dačice region. This is followed by the tertiary sector. Although 

there is the lowest number of registered economical entities in the primary sector, the 

region has very favorable agricultural conditions in its eastern part. 

From the geomorphological point of view, the study area belongs to the extensive sub-

composition of the Bohemian-Moravian unit which is a part of the Czech Uplands. The 

landscape of the Dačice region has a harmonic character that is given especially by its 

small-sized terrain segmentation created by valleys, small-sized streams and minor forested 

complexes on the tops of hills with rurally utilized arable lands. 

The settlement structure is characterized by the fragmentation of smaller municipalities 

throughout the study area. Mostly there are municipalities with up to 500 inhabitants 

(almost 87%). Most people (64%) are concentrated in the area of the largest cities - Dačice 

(39%) and in the villages Studená and Slavonice (25%). 

3. DATA AND METHODOLOGY 

The methodology for assessing changes in landscape development in the study area 

used available data from the Stable Cadastre imperial prints, historical maps and aerial 

photographs, and the CORINE Land Cover database. GIS software was used to illustrate 

changes in land cover categories. 

The monitored period in 1845, 1948, 2001 and 2014 was determined on the basis of 

available data, where necessary land use categories (in percentage representation within 

each cadaster in study area) were provided by records from Czech Office for Surveying, 

Mapping and Cadastre (years 1845 and 1948) and Cadastral Office in Dačice (years 2001 

and 2014). Finally, land use categories were regrouped into seven specific categories 

according to classification in 2014 - arable land, gardens, permanent grassland, forests, 

water bodies, built-up areas, and other areas. This reclassification was accepted because the 

original classification and names of categories in the years 1845 and 1948 were different 

from those in the years 2001 and 2014. Specifically, reclassification concerned gardens 

(including orchards and vineyards), permanent grassland (including grassland and 

pastures), water bodies (including swamps, ponds, lakes, rivers, and streams) and other 

areas (including infertile land, roads, and tracks). 
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4. RESULTS  

Development of land use categories in the period 1845 – 2014 

In the years 1845 - 2014 the area of arable lands decreased by 6% (Fig. 2). This 

decline is mainly due to a change in the economic and political situation after World War 

II, the onset of socialism and the subsequent transformation of the Czech economy during 

which arable land was gradually grassed. The gradual abandonment of livestock was 

significantly affected by the loss of permanent grassland by 8%. These areas have been 

replaced by arable land or have been reforested. The area of forests increased by 8%. 

Furthermore, the acreage of coniferous forest areas increased in connection with the 

replacement of mixed forests and afforestation of low stands in their surroundings. A 

noticeable increase is also observed in the category of other areas by 4% as a consequence 

of industrialization and urbanization (construction of new roads, etc.). Although the area of 

water bodies has increased only by 1% point, its area (in absolute values) has almost 

doubled. In the study area, the inhabitants are concentrated mainly in towns or larger 

municipalities, and therefore there are also elements of suburbanization. As a result, the 

area was mainly concerned with the afforestation of uncultivated agricultural land, in some 

places also with slight grassing. 

 

 
 

Fig. 2. Proportional representation of individual land use categories between 1845 – 2014 (Source: 

own processing, data source: Czech Office for Surveying, Mapping, and Cadastre). 

 

 

4.1 Arable land 

Arable land reached in Dačice region the highest area (24 602.61 ha) at the beginning 

of in 1845 (Fig. 3). In the upcoming 100 years, the area of this category decreased 

minimally. Between 1948 and 2001, arable land decreased to 22 411.35 ha. The first 

decline in this category was due to the economic and political situation that occurred in our 

country after the end of the Second World War when Czech Germans were transferred from 

the border region and it remained unsettled. The second decline was caused by the 

socialization of agriculture and extensive industrialization, through the violent 

collectivization of the peasants.  
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Fig. 3. Changes in arable land area between 1845 and 2014 (Source: own processing, data source: 

Czech Office for Surveying, Mapping, and Cadastre). 

 

The merging of discontinuous and scattered agricultural areas due to their better 

accessibility and more efficient use in economic and technical adjustments has led to 

significant changes in landscape structure. Orthophotos (Fig. 4) illustrate two different 

situations in 1953 and 2010 which document the area merging process. 

 

 
Fig. 4. Landscape structure before and after land consolidation (Source: Czech Office for Surveying, 

Mapping, and Cadastre). 
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4.2 Gardens 

Gardens represent the largest increase of acreage in the study area. The lowest acreage 

was reached in 1845 with following gradual growth until today (Fig. 5). Dačice and 

Slavonice municipalities dominated. Usually, town houses were connected with barns and 

other farm buildings followed by agricultural areas, which were converted into gardens. 

Nature protection is very significant in these areas. During the last century, various 

beautifying associations, alley in the streets and greening the squares were created in the 

town and the villages, and also fruit gardens were planted near the urban area (built-up 

areas of municipalities). The aforementioned expansion of tree greenery in streets, 

especially in villages, was also associated with the change from the economic zone to the 

rest zone. 

 

Fig. 5. Changes in gardens area between 1845 and 2014 (Source: own processing, data source: Czech 

Office for Surveying, Mapping, and Cadastre). 

 

4.3 Permanent grasslands 

The development of permanent grasslands including meadows and pastures have a 

typical decreasing character in the long-term period (Fig. 6).  

 

 
Fig. 6. Changes in permanent grasslands area between 1845 and 2014 (Source: own processing, data 

source: Czech Office for Surveying, Mapping, and Cadastre). 



 Jiří SCHNEIDER, Aleš RUDA and Michaela VENZLŮ / DEVELOPMENT OF THE RURAL … 91 

 

The main causes of this decline in 1845-1948 are associated with a decline in 

livestock farming and the transition from pasture to intensively cultivated agricultural land. 

In the following years, the decrease in the area of permanent grasslands is connected with 

the growth of forest influenced by organized planting or spontaneous afforestation. 

 

4.4. Forests 

Since the beginning of the monitored period, the area of forests has increased (Fig. 7) 

as a counterpart to the development of agricultural land. In the years 1948 - 2001, the 

increase of acreage is associated with an afforestation of abandoned, uncultivated 

agricultural land in higher altitudes and permanent grasslands. Most of forests is located in 

the western part of the region at the border with Lower Austria, respectively in the villages 

of Slavonice, Stálkov, Matějovec, and Stoječín, which belong to the natural park Česká 

Kanada.  

 
Fig. 7. Changes in forest area between 1845 and 2014 (Source: own processing, data source: Czech 

Office for Surveying, Mapping, and Cadastre). 

 

At present, a higher proportion of forests can be found in the northern part. Although 

the village of Staré Hobzí is rather an agriculturally cultivated area, the pro-portion of 

forests is relatively high, despite the fact that we can see practically the lowest proportion 

of forests in other areas with the dominanting arable lands and vice versa. Comparing the 

current orthophotomap with maps from the 3rd Military Mapping Survey illustrates no 

significant changes in forest areas (Fig. 8). There is a clear increase only in forests in the 

western part of the Dačice region. Using CLC database terminology, we are talking about 

the increasing proportion of coniferous trees in already existing mixed forests. 

 

4.5 Water bodies 

The study area once belonged to one of the largest pond areas in Moravia. The 

transition from a three-field management system to an alternating (rotary) farming and the 

cultivation of new fodder crops resulted in a decrease in the area of water bodies in the 

years 1845 - 1948. In our country, mainly in lowland fertile areas, as well as in highlands 

and hills, ponds were discharged and sugar beet and potatoes began to grow (Fig. 9). The 

Dačice region is referred to potato production sub-area B1, including the cultivation of 

ware, industrial and seed potatoes, feed grains, rape, and flax. The largest proportion of 

water bodies is located in the northwestern and western parts of the region (Studená, Horní 

Meziříčko, Volfířov, Lipnice, Markvarec, etc.). A relatively large part of larger water 
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bodies is situated in the center of the Dačice region, on the western edge (there is a cascade 

of ponds) and around the town of Slavonice and in the village of Český Rudolec. Czech fish 

farming has a long tradition and together with the European Union funds not only large 

fishing companies but also private family fishing companies are supported. 

 
Fig. 8. Comparing the area of forests between orthophoto (dark green color) in 2014 (left) and map 

(green color) from the 3rd Military Mapping Survey (right) (Source: Czech Office for Surveying, 

Mapping, and Cadastre). 

 

 

 

Fig. 9. Changes in water bodies area between 1845 and 2014 (Source: own processing, data source: 

Czech Office for Surveying, Mapping, and Cadastre). 
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4.6 Built-up areas 

Between 1845 and 1948, the size of the built-up areas was reduced (Fig. 10). This 

phenomenon is linked to both World Wars and the transfer of the German population from 

the border. On the basis of the Munich Dictation, the Dačice region had to withdraw its 

borderland, namely 26 municipalities, in favor of Nazi Germany. 

 

 
Fig. 10. Changes in built-up area between 1845 and 2014 (Source: own processing, data source: 

Czech Office for Surveying, Mapping, and Cadastre). 

This territorial change lasted until 1945. Between 1948 and 2001, the increase of built-

up areas was influenced by the concentration of the population in cities and rural 

settlements. Especially with the rise of socialism and the importance of industrialization, 

the character of populated areas, such as housing development, expansion of industrial 

zones outside the city and suburbanization, has changed (Fig. 11). In the villages, family 

houses and cottages including agricultural buildings were built.  

The original character of these villages is distorted by the current construction of family 

houses. In smaller cadastral areas, the original character of the settlement is still preserved. 

Between the years 2000 – 2006, changes recorded in the CLC database concerned the built-

up areas and the separated residential development areas in Dačice. Within these years, 

family and residential buildings were built on the western edge of the city. In addition, two 

separate residential development areas have been added, but they are not recorded as 

changes in the CLC database. The original character of these villages is distorted by the 

current construction of family houses. In smaller cadastral areas, the original character of 

the settlement is still preserved. Within these years, family and residential buildings were 

built on the western edge of the city.  

4.7 Other areas 

Concerning this category we observe a significant change after 1948 when there was 

intensive construction of paved roads, production and storage areas, construction of 

industrial and municipal waste dumps, etc. (Fig. 12). Other areas include not only man-

made landscape elements (roads, handling areas, quarries, landfills, etc.) but also unused or 

infertile land (protected areas, nature parks). The increase of the area of this category was 

also strongly influenced by the process of industrialization and urbanization, but moreover, 

there is a significant influence of nature and landscape protection. A significant part of the 

area of other areas is located in the northern part of the region around the villages of 

Studená, Horní Bolík, Sumrakov, Horní Pole and Světlá pod Javořicí. 
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Fig. 11. Increase of built-up areas in the Dačice region during the suburbanization between 2000 – 

2006 (Source: own processing according to CLC and geoportal.gov). 

 

 
Fig. 12. Changes in other areas between 1845 and 2014 (Source: own processing, data source: Czech 

Office for Surveying, Mapping, and Cadastre). 
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5. CONCLUSION 

The Dačice Region is appreciated especially for its distinctive character of the 

landscape and preserved architectural and cultural wealth. Generally, it is a rural area with a 

high proportion of agricultural land. The onset of socialism was the period of the strongest 

impacts on the landscape. The landscape character was heavily affected due to the technical 

and economic changes in land consolidation. The transition from the centrally planned 

economy to the market economy, a period of transformation and restructuralisation in the 

1990s, had a significant impact on the countryside and its land cover. In spite of larger or 

smaller interventions, the territory is characterized by a historically preserved urban 

structure of settlements. Here, it is appropriate to further protect the territory development 

as well. 
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              ABSTRACT: 

The studies on calculation of vertical distribution of water temperature in the Black Sea by 

satellite data are described. The research was carried out in the active layer of the deep part 

of the Black Sea at depths of 0 – 50 meters. The initial data of the actual water temperature 

values were station data or measurement from the ship data (OSD – Ocean Station data), 

data measured with the help of floats (PFL – Profiling float data) and satellite data of the 

sea surface temperature. Calculations were based on the definition of statistical 

dependencies between the values of water temperature at the neighboring levels of vertical 

temperature distribution in the Black Sea by OSD & PFL data of water temperature and the 

development of regression equations. Calculations showed statistically significant results in 

spring-autumn period. Correlation coefficients between the values of the water temperature 

on the neighboring levels in the Black Sea amounted to 0.88 – 0.99. To increase the 

accuracy of results the equations for the calculation of adjustments for the temperature of 

the water at depths: 10, 20, 25 and 50 meters were developed. Standard calculation errors of 

the vertical distribution of water temperature amounted to 2 °C in the Black Sea in 2017 

year. 
 

Key-words: Black Sea, water temperature calculation, correlation coefficient, statistical 

dependence, regression equation, satellite data. 

1. INTRODUCTION 

Water temperature is the most regularly measured parameter by comparison with other 

hydrological characteristics and can be used as an indicator for hydrophysical, 

hydrochemical, hydrobiological processes of the World Ocean. 

Implementations of various contemporary ocean research programs in the last decade 

have generated considerable progress toward understanding the Black Sea’s basic physical 

and biogeochemical processes. Physical and biogeochemical data accumulated from these 

studies were able to resolve many features of the Black Sea circulation and ecosystem 

structure. The description and understanding of basin scale dynamical features have 

reached maturity. Modelling and data assimilation tools have been developed and 

implemented but they still require further calibration and validation exercises by 

availability of new data sets (Oguz et al., 2004). 

Primarily study on verification and calibration data are based on the set of satellite 

measurements and data from the stations or it can be based on the sea surface temperature 

data measured from the ship (Andrianova et al., 2004; Kara et al., 2008; Dufois et al., 

2012). 
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Research of water temperature based on satellite information in the Black Sea aims to 

study sea surface temperature variability (Manev et al., 2005; Shapiro, Aleynik & Mee, 

2010). Despite many researches the identification and analysis of trends and temperature 

anomalies in the long-term variability of the thermohaline characteristics are under 

the major focus.  But the possibility of creating they’re of vertical distribution based on 

satellite data is practically unexplored.  

Indirect definitions of the vertical distribution of water temperature, i.e. through the 

development of various methods for the calculation of the distribution of water temperature 

on the vertical are used to date (Andrianova et al., 2015). 

Study of vertical distribution of water temperature in the Black Sea was carried out in 

the deep-water part sea at standard levels (0, 10, 20, 25, 30, 50 meters) in spring – autumn 

period. This area of research is represented by the highest number of measurements and is 

included in the Main Black Sea current zone. 

2. MATERIAL AND METHODS 

Calculations of the vertical distribution of water temperature in the Black Sea are 

founded on the "Method of calculation of the vertical distribution of water temperature in 

the Black Sea based on satellite information" (hereinafter referred to as the Method) created 

by us in 2015 year (Andrianova et al., 2015). 

In undertaking this work the developed Method (Andrianova et al., 2015) was 

significantly  completed with new equations, criteria for calculations, corrections for the 

temperature of the water, which significantly improve the accuracy of the calculations of 

the vertical distribution of water temperature. Complex calculations of linear and 

exponential regression equations were included in the last Method version compare to 

Method of the 2015 year where the calculations were performed only on the equations of 

exponential regression. 

2.1. Initial data 

Initial data were used to determine the statistical dependencies between values of water 

temperature on the neighboring levels 10, 20, 25, 30, 50 meters in the Black Sea and to 

create the regression equations. Those initial data were the actual water temperature data 

from the stations or measured data from the ship (OSD – Ocean Station data) from 1890 to 

2005 years and data measured using floats (PFL – Profiling float data) from 2005 to 2017 

years (NOAA, 2019). 

Due to the small number of OSD and PFL water temperature data on the level 0 meters 

a climatic data of satellite measurements of the Black Sea surface temperature ( climT ) with 

step 4 km to latitude and longitude measured companion NASA (Terra MODIS) (NASA’s 

OceanColor Web, 2019) from 2000 on the 2017 years were used as initial data. 

The initial satellite data were the daily data on satellite measurements of the Black Sea 

water surface temperature with 4 km step on latitude and longitude, measured companion 

NASA (Terra MODIS) (NASA’s OceanColor Web, 2019) were used to calculate the 

vertical distribution of water temperature in the Black Sea. 

Analysis and comparative estimation of calculations of vertical distribution of water 

temperature by satellite data was carried out between the values calculated on the 

regression equations and PFL data (Profiling float data) of water temperature on standard 

levels in 2017 year (NOAA, 2019). 
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2.2. Method of calculation 

Calculations of vertical distribution of water temperature in the Black Sea were carried 

out in three main stages. 

The first stage – the finding of statistical dependences between the values of water 

temperature at the neighboring levels in the Black Sea according to the data of water 

temperature and the creation of regression equations. 

The second stage – setting the criterion for calculating the vertical distribution of water 

temperature ( T ). 

The third stage – calculation of water temperature corrections at depths of 10, 20, 25, 

50 meters. 

The first stage of the calculation. To development the regression equations the average 

by 72 squares (Fig. 1) in the size of 40' to 60', months and standard levels perennial (for the 

period from 1890 to 2017) OSD and PFL data of the water temperature in the Black Sea 

were used. 

The data were selected for spring – autumn period because there are small amount of 

data available during the cold period of the year. 

 
Fig. 1. Location of squares (square size 40' to 60') for calculating regression equations  

in the Black Sea. 

 

Equation of exponential and linear regression was calculated in each square (Fig. 1) 

(Kobzar, 2006; Eliseeva, 2007; Andrianova et al., 2015; Hogg, Tanis & Zimmerman, 2015; 

Ahn, 2018) for a particular month of the year 
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 y ax b  , (2) 

 

where a and b are regression coefficients; y – water temperature at the studied level; x - 

water temperature on the overlying level. 

The second stage of the calculation. In (Glagoleva & Skriptunova, 1979) states that the 

change of the vertical profile of water temperature is obey the exponential distribution law. 

Our researches show that at large deviations of values of sea surface temperature from 

climatic values ( climT ) of water temperature the linear dependence between values of water 

temperature on neighboring levels prevails. 

The criterion ( T ) serves as a factor determining the method of calculating the 

vertical distribution of water temperature by the equations of exponential or linear 

regression. The role of the criterion ( T ) is to set the boundary conditions for calculating 

the water temperature according to the exponential regression equations or linear regression 

equations.  

If the value of the sea surface temperature ( 0T ) is in the interval

0[ ]clim climT T T T T     , the vertical distribution of water temperature is calculated by 

exponential regression equations. If 0T  is not included in that interval, the linear regression 

equation is used. 

The criterion value ( T ) for the calculation of the vertical distribution of water 

temperature is determined experimentally and individually for specific water areas of the 

World Ocean depending on its hydrological conditions. 

The third stage of the calculation. Calculation of water temperature corrections 

(hereinafter referred to as the correction) at depths of 20, 25, 50 meters were conducted by 

finding statistical dependencies between values of water temperature on the neighboring 

levels and building linear equations of regression 

 

 
z ky ax b   , (3) 

 

where 
zy – the water temperature at depth z meters; 

kx – the water temperature at a depth k 

meters; a and b coefficients of the regression equation. 

For a correction on 20 meters the dependence between the values of water temperature 

on the levels 25 – 20 meters, for corrections on 25 and 50 meters – on the levels of 30 – 25 

meters and 30 – 50 meters respectively was determined. 

The calculation of the correction at a depth of 10 meters is more complex than for 20, 

25, 50 meters. The calculations have been carried out by the method of the analytical 

presentation of the distribution of surface water temperature as functions of the coordinates. 

Satellite data of sea surface temperature were decomposed into the ranks on algebraic 

polynomials - the Chebyshev polynomials (Kobzar, 2006; Gil, Segura & Temme, 2007). In 

marine forecasts this method was used for the first time by N. A. Belinsky, M. G. 

Glagoleva  (Kudryavaya, Seryakov & Skriptunova, 1974). 

Using decomposition by Chebyshev polynomials the water temperature field is 

represented as a sum of elementary fields each of which describes the individual traits of 

the real distribution. Decomposition of a function of two variables in a series on Chebyshev 

polynomials is 
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where ,i j   – Chebyshev polynomials representing the parabola i, j - order (i = 1, 2, 

..., M; j = 1, 2, ..., N), 
ijA  – coefficients of decomposition. 

The values of the coefficients of the decomposition are calculated according to the 

equation: 
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where k – number of nodes, which is set to feature in the direction of axis x, l – in the 

direction of axis y. 

The function field ( , )m nT x y  is represented as a matrix 

 

 

1 1 1 2 1

2 1 2 2 2

1 2

( , ) ( , ) ( , )

( , ) ( , ) ( , )
( , )

( , ) ( , ) ( , )

l

l

m n

k k k l

T x y T x y T x y

T x y T x y T x y
T x y

T x y T x y T x y

 , (6) 

 

The absolute values of the decomposition coefficients i jA  show the specific weight of 

this elementary field in the source field, which is represented as a series. 

To simplify calculations it is convenient to use the method proposed by B.H. Rybak 

(Kudryavaya, Seryakov & Skriptunova, 1974). 

    If 
 ( )Z F T , (7) 

 

and the distribution of T is represented analytically Chebyshev polynomials, i.e. 

 

 
00 10( )ijT f A A A , (8) 

 

the regression equation for Z will be written as 

 

 
0 1 00 2 10 3 01 r ijZ a a A a A a A a A      , (9) 

 

where 0a , 1a , ra  – numeric coefficients of the regression equation; 00A , 10A , 01A ,…, 

i jA  – coefficients of decomposition in a series on Chebyshev polynomials element T from 

which distribution the function Z depends. 

Therefore, to calculate the Z function the coefficients i jA  must be calculated first by 

the equation (5) and then substituted in equation (9). 

The sequence of calculation of temperature corrections as follows: calculate the 

correction at 25 meters first, then to 20 and 10 meters, and at 50 meters in the autumn. 
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2.3. Statistical characteristics for estimating calculations 

The measure of statistical dependence between the values of the water temperature 

was: when linear dependence – linear coefficient of correlation r ( 1 1r   ), the 

coefficient of multiple correlation R (0 1) R , with nonlinear dependence – correlation 

index I (0 1) I  (Draper and Smith, 1998; Kobzar, 2006; Eliseeva et al., 2007; Hogg, 

Tanis & Zimmerman, 2015). 

To assess the significance of the correlation index (I), linearization was applied to the 

exponential equations (1). If we take the (natural) logarithm of both sides of equation (1), 

we get 

( ) ( )Ln y Ln a bx   

 

if we define ( )y Ln y   and ( )a Ln a  . We get: y a bx   . This is the equation of a 

straight line (linear). Then, the measure of statistical dependence will be described by the 

correlation coefficient r  . In our case, the value of the correlation index (I) is equal to the 

value of the correlation coefficient r  (I = r  ). 

Checking the significance of r, R, r   was carried out by comparing the correlation 

coefficients with the critical value of the correlation coefficients r (α) (for pair correlation) 

and R (α) (for multiple correlation) at a significance level α = 0.05 (or confidence 

coefficient (1 – α) = 0.95). 

The critical value of the correlation coefficients r (α) can be calculated by the equation: 

 

 
2

0.025

2

0.025

(0.05)
2

t
r

n t


 
, (10) 

 

where 
0.025t  – the critical values of Student's t distribution at significance level α = 

0.025 (or confidence coefficient (1 - α) = 0.975), n – the number of members of the series. 

For multiple correlation: 

 

 0.05 1 2

0.05 1 2

( 1) ( , )
(0.05)

( 1) ( , )

k F f f
R

n k k F f f




  
, (11) 

 

where 
0.05F  – the critical value for an F distribution with f1 and f2 degrees of freedom at 

significance level α = 0.05 (or confidence coefficient (1 - α) = 0.95), n – the number of 

members of the series, k is the number of variables in the regression equation (Kobzar, 

2006). 

Also, r (α) and R (α) can be determined from the tables (Kobzar, 2006; Hogg, Tanis & 

Zimmerman, 2015; Ahn, 2018). 

If r (or R) ≥ r (α) (or R (α), respectively), then the corresponding correlation is 

considered significant (Kobzar, 2006). 

Another criterion of significance r, R, r   was the ratio
rr E . To assess the correlation 

values the values of probability errors 
rE , 

RE , 
rE   of correlation coefficients were 

calculated (Kudryavaya, Seryakov & Skriptunova, 1974), according to the type of 

dependency: 
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0.67k

r
E

n


 , (12) 

 

where k – the index of the correlation’s values (r, r  , R), r – the correlation coefficient 

(r, r  , R), n – the number of members of the series. 

At reliable dependencies the correlation coefficient (r) in 6 to 10 times greater than its 

the probable error 
rE  (Kudryavaya, Seryakov & Skriptunova, 1974). 

The assessment of the significance and reliability of linear regression equations was 

carried out by the critical value for an F distribution with f1 and f2 degrees of freedom 

1 1( , )F f f at significance level α = 0.05 (or confidence coefficient (1 - α) = 0.95). If the 

calculated value of F > 1 1( , )F f f  (critical), then the statistical regression equation 

reliability is recognized as significant and reliable (Kobzar, 2006; Eliseeva et al., 2007). 

Also, the estimation of the accuracy of the calculations is determined by the efficiency 

of the method. The ratio TS   allows determining the reliability and efficiency of the 

calculation method simultaneously. S is a mean square error of the correlation (standard 

error) and T  is the standard deviation of the actual values (standard deviation) 

(Kudryavaya, Seryakov & Skriptunova, 1974; Abuzyarov et al., 1988). The values of S and 

T  can be calculated by known formulas (Kudryavaya, Seryakov & Skriptunova, 1974; 

Abuzyarov et al., 1988; Deep, 2006; Kobzar, 2006; Hogg, Tanis & Zimmerman, 2015; 

Ahn, 2018). 

The ratio TS   is smaller, the method is more reliable. For a functional dependency of 

ratio 0TS   , and at 1TS    variation of the function does not depend on variations of 

the argument. Consequently the relationship between variables is absent (Kudryavaya, 

Seryakov & Skriptunova, 1974; Abuzyarov et al., 1988). For our calculations of the vertical 

distribution of water temperature the permissible error is: 0.57TS    at 15n   and 

0.67TS    at 25n  . 

3. RESULTS 

3.1. Development of regression equations and determination of criteria’s for 

calculation 

In each square (Fig. 1) the equations exponential and linear regression (1) and (2) were 

built for each month in the period May – October. The total number of equations 

exponential regressions amounted to 432 and linear regression equations – 432 

respectively. 

Correlation coefficients r and r   (I) were within 0.88 – 0.99 at the developing 

regression equations stage. They did not exceed the critical value r (0.05) = 0.878 (Kobzar, 

2006; Hogg, Tanis & Zimmerman, 2015). 

Probabilistic errors rE  and rE  of the correlation coefficients r, r   were calculated 

according to the equation (12).  Errors do not exceed 0.07 during the period May – October. 

The minimum values of the relations rr E  and rr E   is 13. That means a correlation is 

reliable between the averaged values of water temperature in all squares of the Black Sea 

(Fig. 1) in the period May – October. 
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The calculated values of F were within 10.36 – 1136.43 and greater than the critical 

value 0.05F  = 10.13. The values of the criterion ( TS  ) were 0.06 – 0.55, which is less than 

the critical value 0.57. This means that all the developed regression equations are effective, 

reliable and significant. 

To visualize we shall give an example of calculation of vertical temperature 

distribution by satellite data at three stations and compare the obtained results with PFL 

data measured on 30.05.2017, 27.06.2017 and on 10.09.2017 respectively. Coordinates of 

the first station –Longitude: 29,038°, Latitude: 42,138°, the second station – Longitude: 

36,294°, Latitude: 42,172° and the third – Longitude: 37,990°, Latitude: 43,480°. 

Considering the Fig. 1 we define that the stations fall into the squares 44, 51 and 26 

respectively.  

The criterion ( T ) was used as determining factor in the calculations of the vertical 

distribution of water temperature on equations, exponential or linear regression. 

Studies have shown ( > 1000 numerical experiments) that when the deviation of the sea 

surface temperatures from climatic values of water temperature ( climT ) in the Black Sea is 

±2°C a linear relationship between water temperature values is dominated on the 

neighbouring levels. 

Thus, if the value of the sea surface temperature ( 0T ) is in the interval

0[ ]clim climT T T T T     , the vertical distribution of water temperature is calculated by, 

exponential regression equations (1). If they are not included in this interval, the equations 

of linear regression (2) are used. 

For our example the calculation intervals and the predominant type of statistical 

dependency are shown in Table 1. 
Table 1.  

Intervals for the determination of the predominant types of statistical dependence. 

Number  

station 

Number  

square 
Month T0 [°C] Tclim [°C] Interval [°C] 

Statistical 

dependence 

1 44 5 17.770 15.63 [13.63-17.63] Linear 

2 51 6 22.145 20.98 [18.98-22.98] Exponential 

3 26 9 24.500 23.37 [21.37-25.37] Exponential 

 

Table 1 shows that at the station 1 the calculation of the vertical distribution of water 

temperature needs to be carried out on a linear regression equation and at stations 2 and 3 

by the equations of exponential regression. 

Considering the values of the criterion ( T ) and intervals (Table 1) the vertical 

distribution of water temperature at station 1 is calculated by linear regression equation, and 

at stations 2 and 3 – on exponential regression equations. 

The built regression equations by formulas (1) and (2) for our example, and the 

corresponding of the standard errors (S) of calculation are presented in Table 2. 
Table 2.  

The regression equation, standard errors (S) of calculations of the vertical temperature 

distribution. 

Number  

station 

Number  

square 
Month 

The regression 

equation 
S 

1 44 5 0.9207 0.6741 y x  1.41 

2 51 6 0.06284.6081 xy e  2.27 

3 26 9 0.05315.1155 xy e  2.37 
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The vertical distribution of water temperature is calculated by the regression equations 

(Table 2) from the surface to a depth of 50 meters. The water temperature values on the 

surface are satellite data of sea surface temperature.  

The results of calculations on regression equations (Table 2) are presented in Fig. 2. 

 

 

Fig. 2. The graphs of the vertical distribution of water temperature at stations 1 (a), 2 (b) and 3 (c) 

built on the PFL data (T) and calculated values by the equations of exponential (Texp) and linear (Tline) 

regressions (Table 2). 

 

Fig. 2 shows that PFL data and the calculated value of water temperature on standard 

levels well consistent. Weak match between PFL data and calculated values is observed 

only in the thermocline zone at a large gradient of temperatures. It is confirmed by the 

results of research conducted by us previously (Andrianova et al., 2015). 

3.2. Calculation of water temperature corrections at depths of 10, 20, 25, 50 meters 

To improve the results of calculation of the vertical distribution of water temperature 

based on the satellite data, regression equations were developed to calculate the water 

temperature corrections at depths of 10, 20, 25 and 50 meters. 

Research has shown that water temperature corrections must be entered depending on 

the time of the year. So, for the spring – summer period the correction at depths of 10, 20, 

25 meters should be introduced. For autumn correction should be introduced at depths of 

10, 20, 25 and 50 meters. 

The built linear regression equations by equation (3) for corrections at a depth of 20, 

25, 50 meters and the relevant criteria for accuracy and effectiveness of the regression 

equations are presented in Table 3. 
Table 3.  

The regression equations for corrections at a depth of 20, 25, 50 meters, statistical 

characteristics. 

Season 

of the 

year 

Depth 

 (m) 

The regression 

equation 
r r(0.05) r/Er F 0.05F  S/σT 

Spring 
20 20 251.08 0.323 y x  0.93 0.03 620 25187 3.84 0.44 

25 25 300.98 0.999 y x  0.91 0.03 506 19301 3.84 0.46 

Summer 
20 20 251.02 1.756 y x  0.97 0.02 2425 142229 3.84 0.27 

25 25 301.08 0.714 y x  0.98 0.02 3267 208227 3.84 0.24 

Autumn 

20 20 250.85 3.933 y x  0.91 0.03 535 21691 3.84 0.38 

25 25 300.90 2.945 y x  0.94 0.03 783 33459 3.84 0.32 

50 50 300.33 4.385 y x  0.57 0.08 75 293 3.85 0.43 
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As can be seen from Table 3, that all calculated statistical characteristics do not exceed 

critical values. This means a correlation between values of water temperature throughout 

the Black Sea in spring – autumn period is reliable and indicates the effectiveness of the 

developed regression equations. 

The calculation of the corrections at a depth of 10 meters was carried out by method of 

the statistical dependencies between satellite values of sea surface temperature and values 

of PFL data of water temperature at a depth of 10 and 20 meters. Further equations of 

multiple regression were built. 

Satellite data of water temperature on the surface were presented in the form of water 

temperature fields and formed a matrix (5 on 5) with step 5 to the latitude at 5 in longitude. 

Water temperature fields were set by 25 points through 4 km in latitude and 4 km in 

longitude. Fig. 3 shows an example of the location of the satellite data values of the water 

temperature to calculate the correction at a depth of 10 meters. 

 
Fig. 3. Diagram of the location of satellite data of sea surface temperature to calculate the correction 

at a depth of 10 meters. 

 

The fields of water temperature have been decomposed into the ranks on the 

Chebyshev polynomials and the decomposition coefficients  

( 00 10 20 30 01 02 11 12 13, , , , , , , ,A A A A A A A A A ) were calculated according to the equation (5). 

Depending on the task the number of coefficients in the multiple regression equation 

may be different. In our case for a more accurate assessment of the relationship between the   

sea surface temperature and the temperature at a depth of 10 meters 5 coefficients of 

decomposition ( 00 20 01 02 12, , , ,A A A A A ) have been applied. Also, in the multiple regression 

equation another coefficient was added. That coefficient was the value of the water 

temperature at a depth of 20 meters.  

Using a simplified method of calculation, the equation (9) will be written as 

 

 10 20 00 20 01 02 120.378 0.755 2.822 0.513 1.913 1.911 1.875y x A A A A A        , (13) 
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where 10y  – the water temperature at depth 10 meters; 20x  – the water temperature at 

a depth of 20 meters; 00 20 01 02 12, , , ,A A A A A  – coefficients of decomposition of the sea surface 

temperature field. 

The results of the studies show a high correlation between values of water temperature 

at a depth of 10 meters, the water temperature at a depth of 20 meters and coefficients of 

decomposition 00 20 01 02 12, , , ,A A A A A  in spring – autumn period. The multiple correlation 

coefficient (R) was 0.90 and greater than the critical value R (0.05) = 0.14. Probabilistic 

error multiple correlation coefficient ( RE ) was 0.005 the ratio ( RR E ) was 180. This 

indicates the significance of R and a reliable correlation. Standard error (S) of correlation 

was 1.7°C.  

The calculated value F = 404 and greater than the critical value 0.05F  = 2.11.The 

criterion ( TS  ) equal to 0.18 at n = 605 that does not exceed the tolerable error 0.67 

( 0.67)TS  . This indicates about the significance of the regression equation, reliability 

and effectiveness of the method of calculation of correction by the equation (13). 

Described above example of calculation of the vertical distribution of water 

temperature at three stations was used for the visualization.  

The results taking into account the water temperature corrections calculated on the 

regression equations (Table 3) and equation (13) are presented in Fig. 4. 

 

 

Fig. 4.  The graphs of the vertical distribution of water temperature at stations 1 (a), 2 (b) and 3 (c) 

built on the PFL data (T) and calculated values by the equations of exponential (Texp) and linear (Tline) 

regressions (Table 2), taking into account the corrections to the water temperature. 
 

Fig. 4 shows a significant increase in the accuracy of calculated water temperature 

values on standard levels compare to Fig. 2. Improvement of accuracy of calculations of 

vertical distribution of temperature of water is confirmed by values of standard errors (S) 

presented in Table 4. 
Table 4.  

Standard errors (S) of calculating the vertical distribution of water temperature considering the 

corrections in water temperature. 

Number 

station 

Number 

square 
Month 

The regression 

equation 
S 

1 44 5 0.9207 0.6741 y x  0.93 

2 51 6 0.06284.6081 xy e  1.23 

3 26 9 0.05315.1155 xy e  1.12 

 

The results of calculations of the vertical distribution of water temperature by satellite 

data on 160 stations in the Black Sea in period of spring-autumn in 2017 year showed that 

the standard error (S) amounted to 2°C, at n = 960 (σT = 6.4). 
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3.3. Calculation of the vertical distribution of water temperature in the Black Sea by 

satellite data 

The local calculation of the vertical distribution of water temperature in the Black Sea 

by satellite data in the layer 0 – 50 meters at several stations can be easily carried out by 

applying the above equations. But if the whole water area of the Black Sea should be 

counted, this process is very time consuming.  

Therefore, we designed a prototype of a computer program (hereinafter referred to as 

the Program) for the calculating of the vertical distribution of water temperature in the 

Black Sea by satellite data. The Program includes 864 exponential and linear regressions 

equations to calculate the vertical distribution of water temperature on all squares (Fig. 1) 

in the Black Sea and the months between May – October; linear regression equations to 

calculate corrections for temperature at standard levels (10, 20, 25, 50 meters); intervals to 

determine the calculation by exponential or linear regression equations. 

Thus, the Program automatically determines where and by what equations the vertical 

distribution of water temperature in the Black Sea and the corrections to the water 

temperature can be calculated. 

The initial data for the calculations are only daily satellite data of the sea surface 

temperature and the month of the year. 

To visualize the results of the calculations by the Program the maps of the spatial 

distribution of water temperature at standard levels, zonal (latitude 44° N) and meridional 

(longitude 36° E) cuts for 30.05.2017, 27.06.2017 and 10.09.2017 were built. 

The spatial distribution of sea surface temperature on satellite data shown in Fig. 5. 

 

 

 

 

Fig. 5. The spatial distribution of Black Sea surface temperature on satellite data for 30.05.2017 (a), 

27.06.2017 (b) and 10.09.2017 (c). 

 

Maps of spatial distribution of the surface temperature of the Black Sea on satellite 

data (Fig. 5) were built with the help of specialized software NASA – SeaDAS (NASA’s 

SeaDAS, 2019). 

The missing satellite data can be seen in Fig. 5 as a white area. The reason of this 

might be a high cloud cover at the time of measurement. Temperature scale corresponds to 

the original scale for these measurements (NASA’s OceanColor Web, 2019). 

The results of calculations of the vertical distribution of water temperature on satellite 

data at the standard levels in the Black Sea for 30.05.2017 are shown in Fig. 6. 

The results of calculations of zonal (latitude 44° N) and meridional (longitude 36° E) 

cuts in the Black Sea for 27.06.2017 and 10.09.2017 are presented in Fig. 7 respectively. 
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Figs. 6 and 7 are built using computer program Ocean Data View (ODV) that is 

intended for the interactive exploration and graphical display of oceanographic and other 

geo-referenced profile, trajectory or time – series data (Schlitzer, 2019). 

 

 

Fig. 6. Maps of spatial distribution of calculated water temperature (Tc) at the standard levels in the 

Black Sea for 30.05.2017. Map (a) is map of the distribution of data for calculation. 

 

 

 

Fig. 7.  Distribution of calculated of water temperature (Tc) on zonal at latitude 44° N (a) and 

meridional at longitude 36° E (b) cuts in the Black Sea for 27.06.2017 and 10.09.2017, respectively. 

The maps show the location of cuts in the Black Sea. 

4. CONCLUSIONS 

Research results from the calculations of the vertical distribution of water temperature 

in the Black Sea by satellite data at standard levels (0, 10, 20, 25, 30, 50 meters) in spring – 

autumn period showed that the change in the vertical profile of water temperature obeys the 

exponential law of distribution.  
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The linear law of distribution is dominated when the deviation of sea surface 

temperatures ( 0T ) from climatic water temperature values ( climT ) is more than ± 2°C. 

Water temperature corrections are introduced on the levels of 10, 20, 25 meters during 

spring – summer, and in autumn – on the levels 10, 20, 25, 50 meters. 

Standard error (S) of calculations of the vertical distribution of water temperature in 

the Black Sea by satellite data in 2017 year is amounted to 2°C. 

Designed by us, the prototype of a computer program to calculate the vertical 

distribution water temperature in the Black Sea by satellite data could serve as a basis for 

the establishment of a "Monitoring system of water temperature in the Black Sea". With the 

help of which the dynamics of water temperature and water temperature change effects on 

hydrobiological, hydrochemical, hydrophysical processes in the Black Sea and the 

ecosystem of the sea in general can be evaluated. 

In our view the described algorithm of calculation of the vertical distribution of water 

temperature by satellite data can be applied to others water area of the World Ocean taking 

into account their hydrological conditions.  

 

 

 R E F E R E N C E S  

 
Abuzyarov, Z. K., Kudryavaya, K. I., Seryakov, J. I., & Skriptunova, L. I. (1988). Marine Forecasts. 

Leningrad, Gidrometeoizdat. (in Russian) 

Ahn, H. (2018). Probability and Statistics for Science and Engineering with Examples in R, Second 
Editon. California, Cognella Inc. & University Readers. 

Andrianova, O.R., Batyrev, A.A., Skipa, M.I. & Sriberko, A.V. (2004) Undersatellite authentication 

and interpretation of the data of space surveys of a sea surface. Kosmìčna Nauk. ì Tehnol. 10, 
92–95. (in Russian; Abstract in English) 

Andrianova, O.R., Skipa, M.I., Sryberko, A. V. & Stepanova, Y. V. (2015) Estimation of ability of 

vertical temperature distribution’s calculation for the Black sea’s water by satellite data. Her. 

ONU 20, 9–21. (in Russian; Abstract in English) 

Deep, R. (2006) Probability and Statistics: with Integrated Software Routines. Elsevier Academic 

Press Publications, USA. 

Draper, N.R. & Smith, H. (1998) Applied Regression Analysis. John Wiley & Sons, Inc., Hoboken, 
NJ, USA. 

Dufois, F., Penven, P., Peter Whittle, C. & Veitch, J. (2012). On the warm nearshore bias in 

Pathfinder monthly SST products over Eastern Boundary Upwelling Systems. Ocean Model. 47, 

113–118. 

Eliseeva, I. I. (ed), Kurysheva, S. V., Kosteeva, T. V., Pantina, I. V., Mikhailov, B. A., Neradovskaya 

J.V., Shtroe, G. G., Bartels, K . & Rybkina, L. R. (2007) Econometrics. Moscow, Finance and 

Statistics. (in Russian) 

Gil, A., Segura, J. & Temme, N.M. (2007) Numerical Methods for Special Functions. Philadelphia, 
Society for Industrial and Applied Mathematics. 

Glagoleva, M.G. & Skriptunova, L.I. (1979) Prediction of Water Temperature in Oceans. Leningrad, 
Gidrometeoizdat. (in Russian) 

Hogg, Robert V., Tanis, Elliot A. & Zimmerman, D. (2015) Probability and Statistical Inference. – 
9th ed., Pearson Education, Inc., USA.  

 

 

 



 Andrii SRYBERKO / CALCULATION OF THE VERTICAL DISTRIBUTION OF WATER  … 111 

 

Kara, A.B., Barron, C.N., Wallcraft, A.J., Oguz, T. & Casey, K.S., (2008) Advantages of fine 

resolution SSTs for small ocean basins: Evaluation in the Black Sea. J. Geophys. Res. 113, 
C08013.  

Kobzar, A.I. (2006) Applied Mathematical Statistics. For Engineers and Scientists. Moscow, 
Fizmatlit. (in Russian) 

Kudryavaya, K.I., Seryakov, E.I. & Skriptunova, L.I., (1974) Marine hydrological forecasts. 
Leningrad, Gidrometeoizdat. (in Russian) 

Manev, А., Palazov, К., Stoianov, St. & Raykov, St. (2005) Satellite researches of temperature 
anomalies on the Black sea surface. Trakia J. Sci. 3, 24–27. 

NASA’s OceanColor Web (2019). - National Aeronautics and Space Administration, OceanColor 
Web. Available from: https://oceancolor.gsfc.nasa.gov/cgi/l3 [Accessed May 2019]. 

NASA’s SeaDAS (2019). - National Aeronautics and Space Administration, SeaDAS. Available 

from: https://seadas.gsfc.nasa.gov/about/ [Accessed July 2019]. 

NOAA (2019). - National Oceanic and Atmospheric Administration, National Oceanographic Data 

Center, World Ocean Database. Available from: https://www.nodc.noaa.gov [Accessed May 
2019].  

Oguz, T., Tugrul, S., Kideys, A.E., Ediger, V. & Kubilay, N. (2004) Physical and biogeochemical 
characteristics of the Black Sea (28, S). sea 14, 1331–1369. 

Schlitzer, R., 2019. Ocean Data View. https://odv.awi.de 

Shapiro, G.I., Aleynik, D.L. & Mee, L.D. (2010) Long term trends in the sea surface temperature of 
the Black Sea. Ocean Sci. 6, 491–501.  

https://oceancolor.gsfc.nasa.gov/cgi/l3
https://seadas.gsfc.nasa.gov/about/
https://odv.awi.de/


Geographia Technica, Vol. 14, Issue 2, 2019, pp 112 to 119 
 

 

THE ANALYSIS OF THE LANDSLIDE VULNERABILITY  

SUB WATERSHEDS ARUS IN BANYUMAS REGENCY 

 

SUWARNO 1*,  SUTOMO 1,   Maulana Rizki ADITAMA 2  

 

DOI: 10.21163/GT_2019.142.10 

ABSTRACT: 

Landslide vulnerability is affected by several factors including the condition of the geology, 

geomorphology, soils, and land use. The purpose of this research is to examine landslide 

Vulnerability class by using synthetic geomorphological approach in the research area. 

Survey research method was use which includes field work and laboratory work. Field work 

intended for the mapping landslide of area, measurement and observation of the land 

characteristics. Laboratory work is aimed at analyzing the soil texture. The data of the field 

work and the laboratory are used to determine the landslide vulnerability class by using 

geographical information system technology. Landslide vulnerability class is analyzed by 

using 11 parameters. Data processing parameters of each land forms is done by giving 

values between the prone and not cartilage. The determination of the class prone determined 

how many parameters of value-prone. The results of the study show that the landslide 

vulnerability class research area is divided into two classes, namely medium and high 

vulnerability class. High vulnerability is dominating class with broad reaching 89.58% of 

the total area. A class of high vulnerability dominates due to various reasons including 

geological conditions i.e. all areas with sloping rocks of structure bedded with a slope of 

more than 10º, and arranged Halang and Tapak rock formations. 

Key-words:  Vulnerability, Landslides, Geomorphological approach. 

1. INTRODUCTION 

Disaster-prone is a condition or characteristics of the geological, hydrological, 

biological, climatological, geographical, social, cultural, political, economic, and 

technology in an area for a specific period which reduces the ability to prevent, attenuate, 

reaching preparedness, and reduced ability to respond to the impact of bad certain danger 

(law No.24/2007 RI about disaster management Chapter 1). The area of the landslide-prone 

is the protected area or the area of cultivation covering potential avalanche zones (PMPU 

No. 22/PRT/M/2007 on guidelines for Spatial Areas prone to Landslide). Landslide-prone 

areas can be interpreted as an area that is easy to landslide. The abundance of landslide and 

the density of incident occurrence is affected by several factors, they are the shape of the 

land surface morphology, geological conditions, the distance between the river flows, 

earthquakes (Havenith, et al., 2015). 
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The area characteristics that are used to determine the landslide vulnerability consist of 

slope, topography, vegetation cover, the framer of rocks, rainfall and the incidence of 

landslide. The effect of topographic factors on the landslide morphology is a form of 

vulnerability and a big slope, landslide will happen on a large hill with a slope morphology 

10-15 o (Edoardo, et al., 2014). The geological structure area of faulting and tilting of rocks 

bedded composed of sedimentary rocks which have already experienced the weathering and 

vegetation cover change occurs, then the region will be much going of landslide (Kevin, et 

al., 2017; Luigi, et al., 2014). Rainfall is a factor triggering landslide events, landslide 

events more occur in regions with annual rainfall in wet years (Susana, et al., 2014). 

 Sub Watersheds Arus include into landslide vulnerability area. Landslide area is 

influenced by the physical condition of the land and due to human activities. When the 

management of land is not suitable, then it will trigger landslide. Landslides are very 

detrimental to the surrounding community because it may cause casualties, either loss of 

life or property. The things that need to be avoided in landslide  management are related to 

human activities include cutting slopes for construction of roads, houses, farms and mining 

the rock and sand (Sartohadi, 2008). 

 The landslide incidence caused by human activities such as the use of land for 

agriculture, housing, roads, homes, farms and mining the rock and sand (Sartohadi, 2008). 

Cardinali, et al. (2002) explained the factors that cause landslide are physical factor such as 

the local geology and morphology. Geological factors consist of the type of materials/rocks, 

fracturing of rock mass structure of the mayor, while other factors consists of morphology, 

elevation, slope angle, slope aspect, type of avalanches, land use, soil type and rainfall 

(Glenn, et al., 2006; Nadim, et al., 2006; Thapa and Esaki, 2007; LAN, et al., 2004). Forest 

land use is less susceptible to landslides, because on forest land use less damage than 

wooded slopes, then on the land use of the forest with the same topographic factor will be 

less landslide events (Elmar, et al., 2017).   

 Landslide is a down movement the slopes of rocks and/or soil slipping along the plane 

of the surface. Landslide is always associated with a disruption of the balance of the 

relationship that exists between pressure and strength in the material above the slopes. The 

relationship between the pressure and the power is determined by factors such as altitude 

and the steepness of the slope and density, strength of cohesion and the shift of the material 

(Smith, 1996). Huabin, et al. (2005) distinguishing factor is the cause of landslide into two 

categories namely intrinsic variables such as the geological conditions and the structure of 

the slopes, and extrinsic variables such as rainfall and human activities. Human activity 

influence on landslide such as the manufacture of the roads and the railway construction, 

mining, development of the town in mountainous areas (Sassa, et al., 2007). 

 

2. METHODOLOGY 

Analysis of landslide vulnerability classes using parameters for landslide-prone areas 

issued by the Department of Public Works namely PMPU No. 22 / PRT / M / 2007. In the 

PMPU, the criteria of landslide-prone land classification are based on climatology, 

geomorphology, geology, soil and land use factors. These factors consist of 11 variables: 1) 

thick rainfall, 2) landslide events, 3) slope, 4) relief, 5) thick weathering, 6) texture, 7) 

permeability, 8) rock type, 9) layer structure rocks, 10) earthquakes, and 11) land use. The 

causal variable is considered to be vulnerable or not vulnerable based on Table 1 below. 
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                                                                                                                                   Table 1.  

The Criteria of vulnerability causes to Determine the Landslide Vulnerability 

No Causes  Variable Vulnerable Landslide 
Value 

Yes No 

1 Rain fall Yearly rain fall (mm) ≥2,500 mm/year 1 0 

2 Landslide 

Occurrence  

Frequency Landslide occurrence 
1 0 

3 Topography Slope  ≥15% 1 0 

Relief Hilly to mountainous  1 0 

4 Soil Thickness of 

weathering 

≥90 cm 
1 0 

Texture Clay and its variant 1 0 

Permeability Medium to slow 1 0 

5 Geology Rock  Sedimentary rock: clay, marl, 

tuff, limestone, sand at tertiary-
age, and pyroclastic 

1 0 

Structure Layer of rock parallel with the 

slope 
1 0 

Earthquake Earthquake influence 1 0 

6 Land Use Type of land use Settlement,  one-seasoned 
farming with terrace, and fish 

ponds 

1 0 

Source: Suwarno, et al., 2013. 

 Based on the assessment in Table 1, each variable is given a value that is 

vulnerable and not vulnerable. The parameters used for the assessment of landslide 

vulnerability classes are 11 variables that cause vulnerability. Eleven of these variables are 

categorized into two, which are vulnerable and not vulnerable. Variables categorized as not 

vulnerable are given a value of 0 (zero), while the variables categorized as vulnerable are 

given a value of 1 (one), because it is considered that each of these variables has the same 

degree of influence on the causes of landslide vulnerability, then given the same weight. 

Based on the many values causing landslide vulnerability, the lowest 0 and the highest 

value were obtained. Landslide vulnerability class was divided into 4 classes, namely very 

low, low, medium and high classes. The class interval width is calculated using Formula 1, 

then the width of the class interval (11 - 0): 4 = 2.77 is rounded to 3. The landslide 

vulnerability class division is presented in Table 2 below. 
                                                                                                                     Table 2.  

The width of vulnerability class and landslide occurrence 

No The numbers of landslide causes Vulnerability class 

1 ≤ 2 Very low 

2 3 – 5 Low 

3 6 – 8 Medium 

4 9 – 11 High 

  

3. RESULTS AND DISCUSSIONS 

 The results of each variables are based on Table 1 and classified to determine the 

landslide susceptibility class based on Table 2. Landslide vulnerability classes in the 

research area consist of two classes of vulnerability namely medium and high class. The 

research area did not have landforms that entered the very low and low vulnerability 

classes. Landslide susceptibility classes are currently available in three landform units, 

namely landform units of Slope II Structural Hills, Valley of Slope I Structural Hills, Slope 
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III Structural Hills. High landslide susceptibility classes are scattered in 5 landform units, 

namely landform units of Slope Synchronous Hills III, IV Slope Settlements, Slope V 

Slope Hills, IV Slope Structural Hills, and Slope V Structural Hills. Landslide vulnerability 

class distribution is presented in Figure 1 below. 

 
Fig.1.  Landslide Vulnerability Map Sub Watersheds Arus in Banyumas Regency. 
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  Based on Figure 1 it can be seen that the distribution of landslide landscaping classes 

is being found in landform units with slope classes I to III. The high vulnerability class 

dominates due to various reasons including geological conditions, namely all regions with 

sloping rock layering structures with slopes of more than 10º, and composed of Halang and 

Tapak rock formations. These rock formations are composed of water-resistant rocks which 

are good slip fields for landslides. The area of each landslide class is presented in Table 3 

below. 
                                                                                                                           Table 3.  

The width of each landslide vulnerability class 

Source: Fig. 1 

 

 Based on Table 3 above, the study area of 819.23% entered a high vulnerability class, 

with a total landslide incidence of 89.58% of the total landslide events. The vulnerability 

class is currently occupying 18.77% of the total area, with landslide events  10.42% of the 

total incidence. The study area does not have very low and low landslide susceptibility 

classes, this can be caused by various factors. These factors include geomorphic conditions 

which are composed of structural landform units with various slope classes. Geological 

structure in the form of sloping and sloping layers. High annual rainfall of more than 2500 

mm per year. 

High vulnerability occupies the widest class III to V slopes. Landform unit that 

entered on the vulnerable high class is the sinklinal slopes of hills III, sinklinal hills, 

sinklinal hills IV slopes slope of V, structural slope hills IV, and structural slope Hills V. 

Landslide occurrence is found in the high vulnerability class. On a high vulnerability class 

with steep slopes, rock-lined sloping structure, morphology, the hills to the mountains, land 

use with the intensive management activities. Landslide in many research areas occur on 

the steep slopes of the suitable with the opinion of the (Chien-Yuan dan Wen-Lin, 2013; 

Mutasem,et al., 2013; Edoardo, et al., 2014;  Ching-Ying, et al., 2015). Morphological 

factors that form the structural hills are also factors that led to the research area of the 

incoming high vulnerability class. According to (Reichenbach, et al., 2014) landslide 

distribution influenced by topography, morphology, hydrology, litologi, and land use. 

The geological condition in the research area consist of structures sinkinal and bedded 

rocks are tilted, as well as Formation composed of Halang (Tmph), and the formation of 

Tapak (Tpt). Halang formation (Tmph) Tertiary age (Middle Miocene – end), composed of 

andesite, Tuff sandstones, marls and sandstones, breksi, sandstones. The formation of 

Tapak (Tpt) age of tertiary (Pliocene), consisting of rough colored greenish sandstones, 

marls, sandstones Temple looks greenish, the temple looks Tuff, and greenish marls 

(Suwarno and Sutomo, 2017). The geological condition of determining the high 

vulnerability class especially geologic structure and types of rocks. 

 

No Vulnerability class 
Width  Landslide Occurrence 

(ha)   (%) Sum   (%) 

1 Medium 380.92 18,77 5 10.42 

2 High 1648.86 81,23 43 89.58 

Sum 2029.78 100.00 48 100.00 
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Sandstones and clays are one of the causes of the landslide high vulnerability class 

(Barančoková, et al., 2014). Age of rocks on the formation of Halang (Tmph) Tertiary age 

(Middle Miocene – end), at the age of these rocks occur landslide of 54.17% (Suwarno and 

Sutomo, 2017). Landslide in Maierato most occur in the Miocene rocks from to Plio- 

Pleistocene ( Luigi, et al., 2014). Landslide in Central Europe a lot happens on the border 

between sedimentary rocks and volcanic rocks or (Piotr, et al., 2016). 

Rainfall in the area of study is tall, an annual average of over 2000 mm, on most of the 

average annual precipitation above 3000 mm. Rainfall is the cause of high incidence of 

landslide. Rainfall is landslide trigger factors (Gao, et al., 2017), meaning that the incidence 

of landslide will quickly occur if supported by high rainfall. 

4. CONCLUSIONS 

Night-time Landslide vulnerability in research areas lies in the middle to high class. A 

high class vulnerability of its widest and covers in five units of land forms. A high class 

vulnerability is caused by various factors including high rainfall, condition of 

geomorphology, geology, and soil properties. Rainfall is spread evenly throughout the 

region. The research on area of geomorphology units is controlled by structural context, as 

the morphology of the area situated in the form of rolling hills and valleys with steep to 

rugged slope.  

The geological conditions in the form of geological structure of synclinal folds and 

oblique layers, composed of sedimentary rocks of tertiary age. Solum is thick soil, soil 

texture dominated by clay and loam. The earthquake did not affect the vulnerability caused 

due to the research locations were not positioned near to the centers of earthquakes.  
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             ABSTRACT: 

Brownfields are undesirable urbanistic heritage and their occurrence is associated with a 

number of negative effects, which our society tries to minimize repeatedly, both successful-

ly and unsuccessfully. Especially in the context of the multi-perspective concept of sustain-

able development, the issue of brownfields is accentuated with the intention to reuse aban-

doned areas that have lost their original use and regenerate them in a way that enriches not 

only individual stakeholders but generally the whole society. Although each brownfield is 

unique within its set of partial characteristics, it is possible to determine by means of math-

ematical-statistical methods the key patterns that are important for brownfields in terms of 

their overall nature. The identification of these common patterns across a selected set of 

brownfields is important for establishing of general recommendations for their potential re-

generation. In our paper, we proceeded from the analysis of 460 non-regenerated brown-

fields located in the Czech Republic, and by means of correspondence analysis we deter-

mined which categories most influence the potential brownfield regeneration from the per-

spective of a two-dimensional (stage) approach. Information on brownfields was taken from 

the publicly available database of the state-funded company the CzechInvest for 2018 and 

supplemented by authors with other relevant variables. The analysis of the data revealed 

factors that may have a major impact in the initial phase of the decision on potential brown-

field regeneration, and at the same time factors that do not seem to be substantial for regen-

eration. The applicability of the results of our analyses creates space for better-targeted 

brownfield regeneration policies, especially in the area of specifications for calls for brown-

field regeneration projects, their financial support, implementation of process innovations, 

etc. 
 

Key-words: Brownfield, Multiple Correspondence, Czech Republic, Factor, Regeneration. 

1. INTRODUCTION 

Remote sensing offers a wide range of satellite imagery which is widely used 

in Brownfields represent abandoned and unused areas and buildings that are an integral part 

of urban consequences of human activities that can be transformed into a source of un-

tapped development potential in both regional and national scope. Especially nowadays, 

when environmental problems are massively emphasized and many activities are as-

sessed from the viewpoint of their acceptability for sustainable development, the urgency to 

deal with brownfields is repeatedly accentuated. The topic of brownfields thus becomes 

a relevant transdisciplinary topic for both professional and lay discussions across public and 

private sectors. Brownfields are currently perceived as a significant, albeit specific, ele-
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ment of spatial development and spatial arrangements of their cultural-natural environments 

are easily connected to the economic development of regions and simultaneously to the 

dynamic improvement of quality of life of the population. (Turečková & Nevima, 2018). 

The regeneration of these unused areas requires a systemic approach within the overall 

development of both national and regional economies and also individual local municipali-

ties. Although each brownfield is specific, it is certainly possible to determine within this 

set of specific patterns such features that are more similar than others. The aim of our pre-

sented research is to find within the selected data of brownfields the influence of individual 

categories (internal patterns) that are dominant in the process of their potential regeneration. 

The mathematical-statistical method of correspondence analysis was used for data analysis 

and a total of five characteristics of 460 brownfields detected in the Czech Republic were 

examined. From this perspective, we realize that the results of the survey cannot be general-

ized but are relevant to a similar type of territory in East-Central Europe that has undergone 

the same major structural and economic changes over the last decade. In general, the meth-

odology of research and interpretations of conclusions can be also used in the analysis of 

other data. 

Identification of regeneration-relevant patterns of brownfields is primarily important 

for public sector bodies that are dealing with regional development, environmental protec-

tion and cohesion policy within the European Union. If we are aware of common patterns 

for non-regenerated brownfields, we will be able to target both financial and non-financial 

support and thus move closer to the possibility of their future regeneration.  

According to estimations, there are around twelve thousands of sites and areas in the 

Czech Republic with a total acreage of almost 38 thousand hectares with various level of 

contamination (CzechInvest, 2008). These sites are relicts of consequences of artificially 

impeded development of economic restructuring before 1989 and in particular effects of 

structural changes in Czech economic space that occurred in the following years. Numerous 

reasons exist why we should be more engaged in the reuse of brownfields. One of the key 

reasons is the fact that brownfield regeneration contributes to sustainable urban develop-

ment (Vráblík, 2009; Pakšiová, 2016), prevents land degradation (Turečková et al., 2018), 

reduces negative effects of suburbanization and urban sprawl (Jackson, 2002) and preserves 

local, temporal and urbanistic continuity of settlement, societal and environmental struc-

tures of given landscape (Turečková & Chmielová, 2019; Stober et al., 2018). 

In the first part of the paper, the issue of brownfields was generally defined together 

with the relation of brownfields to their neighbourhoods. At the same time, brownfields in 

the Czech Republic were shortly introduced with a focus on the national brownfield data-

base and its management. More theoretical focus on the research of brownfields can be 

found in the second chapter of the paper. In the next part, the object of the research was 

presented and a research proposal together with used methodology was described. The 

conclusion of the paper summarizes the results of the primary research. In this part, our 

findings are also discussed and several recommendations are formulated. We also added 

parts devoted to the practical usage of the results. 

2. THE THEORETICAL FRAMEWORK OF THE STUDY 

No matter what type of research is conducted, the very first item that has to be neces-

sarily done is to embrace the nature of the researched problem. The topic of brownfields 

has been in general relatively well introduced by plenty of studies and scientific papers. 
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Despite all that it was necessary to familiarize ourselves with researches connected to the 

issue of factors of brownfield regeneration.  

Brownfields in regional development might be considered twofold ways. Either as a 

barrier for regional development or as its source. A fundamental issue is that brownfields 

are typically bounded with a range of undesirable externalities that tend to even more 

strengthen the negative perception of brownfields. Brownfields cause minor or major prob-

lems, are a limitation for further development of built-up areas and reduce economic devel-

opment, have a negative impact on the environment, are tied with social and economic 

impacts on population living in their proximity and have an unfavourable impact on the 

wider region where they are located (Dennison, 1998). These are the reasons why brown-

fields should be regenerated. As the authors of plenty of previous studies agree, brownfield 

regeneration is a site-specific process that is mirrored in the local socio-cultural context and 

it is a hard task to predict which sites have better chance to be regenerated. It is even more 

complicated to ensure that particular brownfield regeneration will be successful (Turečková 

et al., 2018).  

A basic requirement of active approach towards brownfields when supporting regional 

development is to find a new use for abandoned sites and buildings that are instrumental for 

reduction of pressures on building of new developments on urban greenfields and keeping 

compactness of present built-up areas. Another supportive argument for reuse of abandoned 

areas might be found in undesirable effects connected to suburbanization processes and 

specifically to the problem of urban sprawl. Both mentioned phenomena lead to long term 

changes of the use of landscape, in other words, they primarily lead to the development of 

newly built-up areas as well as new technical infrastructure. Within inner parts of cities 

then remain brownfields, while in the suburban areas, development on greenfields is taking 

place. Sparse metropolitan development contributes to the increase of commuting distances, 

to increase of overall time spent by commuting and to the escalation of unjustified require-

ments for civic amenities and technical infrastructure. We must also mention connections to 

growing individualisation, loss of social cohesion, weakening of social capital and lack of 

interest of population on the governance of public matters as we are already aware in cases 

of socially and culturally homogenous suburban communities (Putman, 2000; Oliver 2001; 

Jackson, 2002 or Sýkora, 2003).  
From the point of view of urbanism, unused sites might be understood as a restriction 

of disposable sources in community with a direct bond to the public budget. Reuse of such 

abandoned sites improves the quality of life of local population by means of reduction of 

criminality and occurrence of socially pathological phenomena, improves local environ-

ment, increases prices of the land, increases perceived value of properties in neighbour-

hoods and attracts entrepreneurs (Hollander et al., 2010 or Turečková et al., 2017). Inter-

ventions towards brownfield regeneration have to also respect different location of brown-

fields in different parts of communities, in so call concentric zones (Park & Burgess, 1925). 

There is an agreement in the literature that brownfields represent barriers in the contempo-

rary structure of cities that limit urban development (Raco & Henderson, 2006). Based on 

the zonal model of cities, it can be assumed that in central – the most attractive parts of 

cities brownfield regeneration will be directed towards support of small entrepreneurship 

and housing. This hypothesis is in line with contemporary reurbanization tendencies (Buzar 

et al., 2007 or Kebza 2018).  

Brownfields located in the proximity of the city centres that were during the dynamic 

development of cities incorporated into them, haven considerably variable use, for example 

for medium-sized entrepreneurs or as buildings where civic amenities are located (Krzyszt-
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ofik et al., 2012). Brownfields in the margins of cities are suitable for large industrial sites 

and warehouses. In cases when preserving of brownfields in relatively original form is not 

desirable or possible (and no other suitable, effective alternative exists), a demolition of 

brownfield is necessary which is followed by decontamination of the site. New empty 

greenfield without particular use as the final product of brownfield regeneration is also 

possible (Johnson, Glover & Stewart, 2009 or De Sousa, 2000). 

Regarding the potential for successful brownfield regeneration, several studies on this 

topic can be identified trying to explore the general characteristics that determine aban-

doned areas to be suitable for regeneration. For example, Frantal et al. (2015) in their study 

claims that a higher rate of brownfields regenerations positively correlates with their occur-

rence in densely populated and built-up areas, i.e. we assume that a more successful and 

faster brownfields regeneration process should take place within more populated municipal-

ities. Lange & McNeil (2004) found that the regeneration of brownfields that are located 

near airports, near the city centres or rail stations is developing faster. 

Martinat et al. (2018) warn that brownfield regeneration is closely interconnected with 

their perception by future users of particular sites and found out that the perception of re-

generation significantly differs according to gender. Navratil et al. (2018) in their study 

documented that heritage preservation of sites is one of the factors of key importance when 

planning the regeneration project. In the study of Longo and Campbell (2007), successful 

regeneration is correlated with the prosperous region, i.e. those regions that are successfully 

developing and it is assumed that this includes positive impact on brownfield regeneration. 

Similar logic has been utilized also by other authors who argue that in regions where a 

higher potential of local development is measured, a higher probability exists that local 

brownfields will be more successfully regenerated. (Pizzol et at., 2016; Bartke et al., 2016 

and Limasset et al., 2018). The specifics of brownfield regeneration in the post-communist 

space are widely discussed by Osman et al. (2015). Among other key aspects of brownfield 

regeneration belong existence of strong potential markets, long-term vision, strong brand-

ing, strong partnerships, integrated development, and getting infrastructure into place (Dix-

on et al., 2011). 

The aforementioned brownfield regeneration factors can also be easily linked to the ex-

istence of short-term and long-term business cycles. There is no doubt that in times of eco-

nomic expansion there is a significant recovery of abandoned and neglected areas, while in 

times of recession, economic restructuring and disruptions, the number of brownfields is 

increasing (Rink et al., 2012 or Dixon, 2006). The process of successful brownfield regen-

eration can also benefit from the effects of the concentration of sectoral economic activities 

in the given area (Turečková, 2015). On the contrary, contamination and environmental 

burden of brownfields is a major problem for brownfield regeneration (Hartley et al., 2012 

or Doick, 2009). 

The process of brownfield regeneration can be positively influenced through 

both active and passive activities of public institutions. Within the framework 

of undesirable burdens and barriers to brownfield regeneration, subsidy programs for finan-

cial support (McCarthy, 2002 or Bartke & Scharze, 2015) can be offered as part of econom-

ic policy at central and local levels, and some of them can be used in the public sector 

(Schädler et al., 2011). Raising awareness about the issue of brownfields by main of their 

inclusion in public databases might be also mentioned (Otsukaan, Timothy & Hirokazu, 

2013). 
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3. METHODOLOGY AND DATA 

The methods of data analysis accommodated reflect the aim of our research and the 

availability of data. The starting point of our considerations about this research was public-

ly available data on brownfields in the Czech Republic that were included in the public 

database of the state-funded company the CzechInvest in 2018 (the company subordinated 

to the Ministry of Industry and Trade of the Czech Republic). Our set of non-regenerated 

brownfields included 460 abandoned sites with which 5 characteristics were analysed due 

to the characteristics of the data. These were assumed to be key characteristics for brown-

field regeneration: (1) the size of particular brownfield (in hectares), (2) ownership of 

brownfield, (3) contamination of the site, (4) previous use. These four characteristics were 

supplemented by (5) the distance of individual brownfield to the municipality of extended 

powers (so-called small district) where the given area administratively belongs (in km). 

This characteristic was measured manually. It needs to be mentioned that for the brown-

fields to be listed in the CzechInvest database, the owners need to give their consent. Thus, 

our set contains approximately 5% of known brownfields in the Czech Republic. However, 

there is no doubt that the generally used number of 12,000 abandoned sites is underestimat-

ed. General information on the analysed set of non-regenerated brownfields is provided in 

Table 1. 
Correspondence analysis of data was employed to analyse the brownfield data (460 en-

tries in total). This analysis represents a popular graphic technique used to analyse relation-

ships between categories of one or more variables in contingency tables. By using corre-

spondence analysis, it is possible to describe associations of nominal or ordinal variables 

and to obtain a graphical representation of connections in multidimensional environ. 

Rencher (2002) emphasizes that the basis for the creation of the subjective (corre-

spondent) map are so-called latent variables. The positions of the points in the subjective 

map directly express the associations, the distances between the points (or, in other words, 

the distance of the row and column profiles) can be transferred to a two-dimensional Eu-

clidean space in which the points correspond to the individual categories. Hebak et al. 

(2007) report that correspondence analysis depicts correspondence categories of individual 

variables and provides a common picture of row and column categories in the same dimen-

sions. Unlike most other multivariate methods, correspondence analysis allows processing 

of categorized non-metric data as well as non-linear relationships. It represents an analogy 

of factor analysis, but instead of factors, the influence of individual categories, their mutual 

similarity or associations with categories of other variables are monitored (Rencher, 2002). 

Correspondence analysis and factor analysis are therefore rightly perceived as related 

methods that can identify at first glance hidden structures in data. According to Hebak et al. 

(2007), correspondence analysis aims to reduce multidimensional vector space of row and 

column profiles while preserving the maximum information contained in the original data. 

In the case of our primary research, we have used the so-called multiple correspondence 

analysis. 

In subjective mapping, two-dimensional (plane) or maximum three-dimensional map-

ping of distances in Euclidean space is most often used. Pearson's chi-square statistics are 

used more often than the Euclidean distance. This approach was also selected in this case. 

Near row points indicate rows that have similar profiles across the row, nearby column 

points indicate columns with similar profiles down over all rows. Row points that are in 

proximity to column points represent combinations that appear to be expected more fre-
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quently than in an independent model in which row categories are not related to column 

categories (Meloun et al., 2005).  

The scattering of points can be assessed according to the inertia indicator, which corre-

sponds to the weighted average chi-square by the distance of the row (or column) profiles 

from its diameter (Meloun et al., 2005). 

 
Table 1.  

Characteristics of selected brownfields in the Czech Republic 

NUTS 3 

Region 

Number of 

brownfields 

Size (hectares) Owner-

ship 

(public) 

Contami-

nation 

(yes) 
Previous use 

Distance (km) 

mean median mean median 

Karlovy 
Vary 

32 6.74 1.34 25% 16% 
4(11); 2(7); 3(5);6(5); 

1(4); 5(0) 
2.02 1.25 

Plzeň 24 4.30 1.87 29.2% 25% 
4(11); 1(7); 3(4); 2(1); 

6(1); 5(0) 
1.78 0.68 

Ustí 62 3.36 1.13 32.3% 44% 
4(25); 2(10); 1(9); 

3(9); 6(6); 5(3) 
1.90 1.2 

South 

Bohemian 
33 3.23 0.84 15.2% 9% 

1(12); 4(10); 2(7); 

3(3); 6(1); 5(0) 
1.77 0.9 

Vysočina 24 1.22 0.21 25% 17% 
1(8); 4(7); 2(6); 3(3); 

6(0); 5(0) 
4.68 0.78 

Central 

Bohemian 
30 25.8 1.49 16.7% 10% 

4(16); 2(7); 1(4); 3(2); 

5(1); 6(0) 
4.31 1.55 

Pardubice 28 2.36 0.62 46.4% 32% 
4(10); 1(9); 2(5); 3(4); 

6(0); 5(0) 
2.27 0.95 

Hradec 

Králové 
24 4.59 1.56 20.8% 29% 

4(11); 2(7); 1(2); 4(2); 

5(1); 6(1) 
1.34 1.55 

Liberec 59 3.08 1.46 29.5% 46% 
4(29); 2(15); 1(9); 

3(5); 6(1); 5(0) 
1.83 1.30 

Moravian-

Silesian 
40 5.06 1.89 27.5% 17.5% 

4(16); 3(8); 1(7); 2(7); 

6(2); 5(0) 
3.10 2.05 

Olomouc 36 4.56 0.55 5.7% 3% 
4(14); 2(10); 1(5); 
3(3); 6(3); 5(0); 

3.34 1.7 

Zlin 15 1.17 0.66 6.7% 0% 
4(8); 1(4); 2(2); 3(1); 

6(0); 5(0) 
1.46 1.1 

South 
Moravian 

52 3.57 1.35 26.9% 12% 
4(17); 1(13); 2(11); 

3(6); 6(4); 5(1) 
1.88 1.01 

Prague 1 0.98 0.98 0% 0% 4(1) 11.6 11.6 

Total 460 

mean span share in % 
share on 

all 
most often mean span 

5.06 
0.0234 

- 646 
25% 23% 

industrial brownfields 

(188) 
2.40 

0.04 – 

86.5 

Source: CzechInvest, 2018; own survey. 

Note: in previous use: (1) agricultural brownfields, (2) brownfields after civic amenities, (3) military 

brownfields, (4) industrial brownfields, (5) post-mining brownfields and (6) other brownfields. 

 

The singular value and the inertia correspond to the eigenvalue in the principal compo-

nent analysis. It represents the measure of variability between profiles explained by a given 

dimension of solution or a given category. According to this step, we determined the num-

ber of dimensions required. Profile differences, measured by chi-square statistics, are re-

flected in the graph as the distance between items of the same variable. The spacing be-

tween items of different variables are images of standardized residues at the intersection of 

items. Meloun et al. (2005) measure besides the object comparability also the completeness 
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of data matrix. The solution is based on a matrix of standardized residues, which can be 

created using one of the standardization methods.  

The selection of normalization method depends on the preferences of the researcher as 

well as the assessment of the degree of variability achieved. When preferring relationships 

between row categories, the analysis of row profiles is used, while the preference of column 

categories is based on the analysis of column profiles. 

The SPSS Statistics 15.0.1 for Windows software was used to process the data, which 

represents a modern system for describing and visualizing data relationships. The ad-

vantage of the software in data processing is the existence of so-called codebook, which 

contains information about the data matrix (names and descriptions of variables, descrip-

tions of values, missing values) and which makes the subsequent statistical analyses easier 

for the user. 

4. RESULTS 

The data file was divided into two dimensions (areas) using correspondence analysis 

(see Figure 1). The picture itself shows how the resulting data was dimensionally arranged 

in the cross-section. How do we read the findings? The first dimension in our case consists 

of three categories of influence of selected variables for potential brownfield regeneration. 

These are size, ownership and contamination. This is illustrated in Table 2, where Eigen-

values are greater than 1 and thus have a significant impact on the data. In the second di-

mension and from the regeneration point of view, the category of influence of selected 

variables is less significant (it is the previous use of brownfields and distance from the 

centre of the municipality). 

 

Table 2.  

Categorization of influence of selected variables for potential regeneration                             

(Correlations Transformed Variables). 
 

Variable Size Ownership Contamination Previous use Distance 

Area 1.000 0.068 0.168 0.162 0.133 

Ownership 0.068 1.000 0.092 0.483 0.054 

Contamination 0.168 0.092 1.000 0.020 -0.020 

Previously 0.162 0.483 0.020 1.000 0.161 

Distance 0.133 0.054 -0.020 0.161 1.000 

Dimension 1 2 3 4 5 

Eigenvalue 1.616 1.096 1.017 0.781 0.491 

Source: own survey, 2019 (SPSS 15.0.1). 

 

The rate of variability in both dimensions reached an average of 30%, which can be 

considered a satisfactory result. In this sense, it should be noted that we tried to identify the 

hidden structures of the data which would not be possible to conduct employing other 

methods. In terms of the quality of interpretations, it needs to be mentioned that we are 

dealing with data when each region (administrative unit) in the Czech Republic has a dif-

ferent number of brownfields, and therefore the categories of impact on possible brownfield 

regeneration may vary from our findings.  
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Fig. 1. Principal normalization of variables (discrimination measures).                                                

(Source: own survey, 2019 (SPSS 15.0.1)). 

5. DISCUSSION AND CONCLUSIONS 

Our knowledge of the characteristics and features of brownfields is a basic prerequisite 

for their possible and appropriate regeneration. When we reveal the factors, features or 

categories of influence that are common to a given set of abandoned sites, the accommoda-

tion of public policy instruments can be more targeted in this direction. In our case, three 

categories of influence of selected variables in terms of size, ownership and contamination 

of brownfields were analysed by means of the technique of correspondence analysis. The 

factors of previous utilization and distance from the municipality centre are not so crucial in 

the first phase of the decision on potential brownfield regeneration.  

If the results of correspondence analysis to partial characteristics of the surveyed 

brownfields are correlated, then in terms of the size of the abandoned areas an area around 

1.14 hectares (average of the median of all regions) may be considered as optimal, while in 

terms of the ownership it should be privately owned brownfield (70%)2 that is free of con-

tamination (77%). The public sector, which decides to reflect these findings in order to 

minimize the number of brownfields in its territory, might consider the creation of financial 

and non-financial instruments that will be more likely targeted on small-sized brownfields 

owned by private entities, offering them support for remediation of contaminations to sup-

port their regeneration. These conclusions and recommendations, based on the analysed 

brownfield data, are following specifics of brownfields located in the Czech Republic. On 

the other hand, the methodological and interpretative transferability of the above-described 

research procedure to other relevant sets of brownfields is generally possible. 

                                                 
2 There are other 5% of brownfields in public private ownership. 
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To sum up, in the context of the existence of brownfields it seems a priority to find 

their new, beneficial use. If we accept this logic, individual brownfields must be considered 

to have the potential for further development. Together with their regeneration, the growth 

of economic and social activities and the increase of the attractiveness of the territory for all 

stakeholders is expected. On the other hand, leaving abandoned sites without trying to find 

alternative uses prevents further development of built-up areas, adversely affects the envi-

ronment and society, impedes economic growth and has an overall adverse impact on the 

entire wider administrative region. 
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ABSTRACT:  
During the communism, the accent of development was put mainly on industry. This is also 

the case of The Industrial Platform Săvineşti, from Neamţ county, which assured two major 

productions: textile fibers and chemical fertilizers. After the fall of the regime, the platform 

was divised and some of the new owners have sold all the equipments, have demolished the 

buildings, leaving the place barren. In the present, only a few of the old factories still work, 

and new stakeholders started their businesses. The study aims to show how the land surface 

temperature (LST) evolved in association with the events that followed from the flowering 

period of the factory. Three summer months from different years (1991, 2008 and 2018) 

where taken into consideration and LST was calculated based on Landsat scenes from 

missions 5-TM and 8-OLI. In order to make the whole process faster, two models were 

constructed using ArcMap extesion Model Builder. Besides the land surface temperature, 

there were calculated another two indices: Normalized Difference Vegetation Index (NDVI) 

and Normalized Difference Moisture Index (NDMI), which offer additional arguments to 

the changes that took place on the platform. The purpose of the study is to show how land 

surface temperature changes depending on the use of the territory, thus the importance of 

remote sensing being emphasised.  

 

Key-words: Land cover changes, Romanian industry, Model Builder 

1. INTRODUCTION 

In the communism era, the industry was the economic field which was predominantly 

developped. The industrial Platform from Săvineşti began to function in 1959, being 

described in literature of that time as ”the first and most important yarn factory from the 

country which produced  technical yarns for various uses (textile fibers, special yarns, 

mechanical sieves, industrial fishing gear, belts and tapes). Only the textile fibers 

production equals the annual wool production of over 4 million sheep" (Maria Mihail, 

1977, p. 201-202). The Platform covered an area of approximately 185 ha and it was 

composed of: Synthetic yarn and fiber plant, Azochim Chemical Fertilizer Plant and a 

research institute. After the fall of the communist regime, in 1990, the platform was divised 

in independent structures. Some of them (Yarn Factory) were taken by foreign companies, 

others like Azochim was bought by Romanian business men. Numerous machines were 

sold, the old halls were demolished and massive layoffs were made. According to some 

interviews taken by the press from former workers, in 2004, there were only 350 

employees, as opposed to 1990, when 8000 people worked in the yarn factory1. Figures 

number 1 and 2 show the differences before the fall of the communism and after. 

                                                           
1 Babeş Bolyai University, Faculty of Geography, 400006, Cluj-Napoca, Romania, 

ursucosmina@yahoo.com 
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     Fig. 1. The Factory of synthetic fibers                         Fig. 2. The Industrial Platform - 2015  

     Săvinești-1959²                                                             (image taken with the drone³)  

 

Remote sensing has prooved its usefullness ever since the beginnings. Landsat is one 

of the oldest missions which has the advantage of releasing many images free of charge for 

any type of users. Landsat scenes are often used for various types of analysis: tracking 

forest changes (Furtuna et al., 2016, Furtuna, 2017), detection of areas affected by storms 

(Furtuna et al., 2018;), detection of the old scattered windthrows (Haidu et al., 2019).  

For the climate domain, the thermal sensor from Landsat allow the calculation of Land 

Surface Temperature (LST) which is an index that shows the ground temperature recorded 

by the satellite thermal sensor (Rajeshwari and Mani, 2014). This should not be confused 

with the air temperature, the two having different values, but being well correlated. In most 

scientific articles (Zhang & Sun, 2008; Kim, 2009; Choudhury & Das Arijit Das, 2019) 

LST is used in the determination of urban heat islands (Urban Heat Islands-UHI). The 

studies mainly analyze urban spaces, less industrial areas, although "the presence of 

impervious surfaces such as buildings, roads, industrial farms increase the absorption of 

short radiations and diminish the loss of energy due to the emission of long wave radiation” 

(Oke, 1976, quoted by Choudhury & Das Arijit Das, 2019). In a case study conducted for a 

Chinese mining city (Rao et al., 2018) LST correlated with the type of industrial activity 

from each mining area. The results show that LST differs according to the industrial 

activity practiced. Other authors have described the link between land use and LST (Voogt 

& Oke, 2003; Gage & Cooper, 2017), especially analyzing the consequences of the 

urbanization process in increasing LST (Owen et al., 1998; Small, 2006; Guo et al., 2012).  

The study aims to analyze the evolution of land surface temperature on the Platform, 

using Landsat scenes. The hypothese is the following: the temperature is influenced by the 

cessation of industrial activity in certain areas of the platform. Moreover, in order to sustain 

the results of LST, Normalized Difference Vegetation Index (NDVI) and Normalized 

Difference Moisture Index (NDMI) were added. The analys is performed using ArcMap 

10.6. For making the process faster, two models were constructed using Model Builder. 

After every calculation, the results were compared between years, in order to emphasize the 

differences.  

2. STUDY AREA AND DATA 

The Industrial Platform is located in the central area of the Săvineşti Commune, which 

is part of Neamţ County (Fig. 3). For modeling land surface temperature, Landsat scenes 

from Landsat Collection 1-Level 1 were used, downloaded from USGS Earth Explorer. For 

each image additional criteria (the cloud cover under 10% and the time of the day) were 

specified. The three images were chosen in the summer in order to avoid great cloud cover, 

mist, snow and other natural phenomena.Details about each image could be found in Tab.1 
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Fig. 3. The localization in the territory of Săvineşti commune. 

 

                                                                             

                                                                           Tabel 1.  

Details about data. 

No. Path Row Date Satellite 

1 183 27 8.08.1991 5 

2 183 27 22.08.2008 5 

3 183 27 18.08.2018 8 

3. METHODOLOGY 

Before use, the images were preprocessed using ERDAS version 2014. Operation like 

Histogram equalization, Haze and noise reduction were performed in order to improve the 

quality of the image. 

Arc Map 10.6.1 was used for land surface temperature estimation. From Landsat 5-

TM, the band 6 (10.40-12.50 micrometers) was used, and from Landsat 8-OLI, band 10 

Thermal Infrared (10.60 - 11.19 micrometers). 

The first step was to reproject the bands of each image from their default projection 

system (WGS 1984) to Stereo 1970, the projection system used in the country level. The 

next step was cutting the images after the limit of the case study.  
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The area includes not only the territory of the platform, but also the surroundings in order to 

see the temperature differences.  

3.1 LST using Landsat 5-TM 

The methodology is different based on Landsat mission. Thus, for Landsat 5 the first 

parameter calculated was the spectral radiance, when the pixells are converted from digital 

numbers (DN) to units of absolute radiance, using the following formula:  

 

𝐿𝜆 = (
𝐿𝑀𝐴𝑋𝜆−𝐿𝑀𝐼𝑁𝜆

𝑄𝐶𝐴𝐿𝑀𝐴𝑋−𝑄𝐶𝐴𝐿𝑀𝐼𝑁
)·(QCAL-QCALMIN)+𝐿𝑀𝐼𝑁𝜆                                              (1) 

where: 

Lλ = Spectral Radiance at the sensor's aperture in watts/(meter squared * ster * µm)  

QCAL = the quantized calibrated pixel value in DN  

LMINλ = the spectral radiance that is scaled to QCALMIN in watts/(meter squared * 

ster * µm)  

LMAXλ = the spectral radiance that is scaled to QCALMAX in watts/(meter squared * 

ster * µm)  

QCALMIN = the minimum quantized calibrated pixel value (corresponding to LMINλ) 

in DN  

QCALMAX = the maximum quantized calibrated pixel value (corresponding to 

LMAXλ) in DN = 255 

The next step is calculating the effective satellite visualized temperature of the Earth-

atmosphere visual system, which in the case of Landsat 5-7 images corresponds to the land 

surface temperature (LST) (Chander and Markham, 2003). By adding -273.15, the 

conversion from Kelvin to Celsius degrees is made. The formula is: 

  𝑇 =
𝐾2

ln⁡(
𝐾1

𝐿𝜆
+1)
⁡- 273.15                                                                                                   (2) 

Where:  

T = Effective at-satellite temperature in Kelvin  

K2 = Calibration constant 2 from metadata fille 

K1 = Calibration constant 1 from metadata fille  

L = Spectral radiance in watts/(meter squared *ster*µm) 

 

3.2 LST using Landsat 8 

In the case of Landsat 8 scenes, the methodology has a higher degree of complexity. 

The first step is the conversion of the digital numbers into radiance units, using the next 

ecuation (LANDSAT 8 (L8) data users handbook, 2019):  

 

  Lλ = ML*Qcal + AL                                                                                            (3) 

 
Where: 

Lλ = Spectral radiance (W/(m2 * sr * μm))  

ML= the band-specific multiplicative rescaling factor (RADIANCE_MULT_BAND_n from 

metadata fille). 
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AL = the band-specific additive rescaling factor (RADIANCE_ADD_BAND_n din 

metadate). Qcal = the Band 10 image. 

The second step supposes the conversion of spectral radiance to the the actual 

temperature visualized by the satellite (LANDSAT 8 (L8) data users handbook, 2019):  

 

   𝑇 =
𝐾2

ln⁡(
𝐾1

𝐿𝜆
+1)

                                                                                                                (4) 

 

Where: 

T = Effective at-satellite temperature in Kelvin  

K2 = Calibration constant 2 (K2_CONSTANT_BAND_n from metadata fille) 

       K1 = Calibration constant 1 (K1_CONSTANT_BAND_n from metadata fille) 

       Lλ = Spectral radiance in watts/ (Watts/(m² * sr * µm)) 

Next, NDVI has to be calculated in order to find out the proportion of vegetation (𝑃𝑣): 

 

   𝑁𝐷𝑉𝐼 = 𝑁𝐼𝑅 − 𝑅 𝑁𝐼𝑅 + 𝑅⁄                                                                                       (5) 

 

Where: 

NDVI= Normalized Difference Vegetation Index 

NIR= Near infrared band 

R= Red band 

The proportion of vegetation (𝑃𝑣) could be calculated using the following formula 

(Sobrino et al., 2004): 

 

   𝑃𝑣 = (𝑁𝐷𝑉𝐼 − 𝑁𝐷𝑉𝐼𝑚𝑖𝑛/𝑁𝐷𝑉𝐼𝑚𝑎𝑥 − 𝑁𝐷𝑉𝐼𝑚𝑖𝑛)2                                             (6) 

 

After this, the surface emissivity can be derived (Sobrino et al., 2004): 

 

e=0.004*Pv + 0.986 

 

All this steps have as a result the final formula which gives the Land Surface 

Temperature (Avdan and Jovanovska, 2016): 

 

⁡⁡⁡𝐿𝑆𝑇 = 𝐵𝑇 1 + 𝑤 ∗ (𝐵𝑇 𝑝) ∗ 𝐿𝑛(𝑒))⁄⁄                                                                        (7) 

 

Where: 

BT – Effective at-satellite temperature 

W - radiation wavelength emitted (band 10) 

e – surface emissivity 

p= 14380 

 

3.3 Model Builder 

All this calculations were implemented using Raster Calculator from Arc Toolbox 

(Fig. 5). 
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(ArcMap 10.6). But due to the fact that there might be mistakes in writing the formulas 

(like misplacing a space or forgetting a digit) if the process must be repeated for many 

Landsat scenes, automatic models were constructed with Model Builder from ArcMap 10.6 

soft. 

For Landsat 5, the model (Fig. 4) was constructed of six functions: Extract by mask 

(which cuts the study area from the larger scene), Project Raster (converts the scene into 

the national projection system), Raster Calculator (where the user has to introduce the 

parameters written in the metadata fille for the first formula (1), and then for the second one 

(2), Make Raster Layer and Apply Symbology from Layer are used to assign a specific 

legend for the result. The model calculates LST in just seconds and represent it with the 

colour ramp choosen by the user.  
Given the fact that LST using Landsat 8 requires more operations than Landsat 5, an 

automatic model is more than needed. For this one (Fig. 5), its complexity reside in larger 

number of functions which have to be applied: Extract by Mask and Project Raster (have 

the same function as for Landsat 5 model), Raster Calculator (is used to calculate NDVI 

and other formulas as well- 3-7), Get Properties (is used to select the minimum and 

maximum value of NDVI), Make Raster Layer and Apply Symbology from Layer (are used 

to establish the colour ramp for the result).  

3.4 NDVI and NDMI calculation 

For NDVI retrieval, bands 3 and 4 were used for Landsat 5 and bands 4 and 5 for 

Landsat 8 scenes (see the formula above). 

Normalized Difference Moisture Index (NDMI) was calculated using bands 4 and 5 for 

Landsat 5 and bands 5 and 6 for Landsat 8 scenes. The formula is: 

  𝑁𝐷𝑀𝐼 = 𝑁𝐼𝑅 − 𝐼𝑅 𝑁𝐼𝑅 + 𝐼𝑅⁄   

Where: NIR- Near infrared band; IR- infrared band. 

4. RESULTS AND DISCUSSIONS 

After applying the formulas, the Land Surface Temperature was retrieved for the three 

moments taken into account (Fig. 6).   

a. 8.08.1989 b. 22.08.2008 c. 18.08.2018 

Fig. 6. Land Surface Temperature. 
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At the first look, the west area had high temperatures, no matter the year of the image. 

This can be explained by the fact that in that area were located the factories that lasted until 

today and in that area, other companies have installed after the buildings were left. The 

central area of the platform suffered severe changes. The temperature went down from 

1989 till 2018 as a result of changing the land use. After the existing buildings were 

destroyed, the soil recovered in time and vegetation started to reclaim its territory. This 

statement can be sustained by the Google Earth images (Fig. 7) which show the evolution 

of the area. 
   

 

 

 

 

 

 

The east area had fluctuations over the time because there is located Azochim 

Chemical Fertilizer Plant, which functioned with interruptions. Another observation is 

focussing on the peripheral areas of the Platform. As it can be remarked, the temperatures 

on the industrial site are higher that the ones from the surrounding area, like a heat island in 

the middle of agricultural land. In order to notice better the differences between the three 

moments, the results have been transformed by lowering opperations. Thus, the results 

show that the differences between the 2018-2008 are higher than the ones from 2018-1991 

because most changes had happened after 2008, as we can see in Fig. 8. In both cases, in 

the south-east and west of the platform were the major changes, due to the interruption of 

industrial activity in some periods.  

 

 

 

 

 

 

 

 

 

 

                       Fig. 8.a. 2018 - 1991                                     Fig. 8.b. 2018 – 2008 

 

Further, NDVI (Fig. 9) shows the reduction of the built spaces, followed by the 

appearance of the spontaneous vegetation on the place of the former halls, especially in the 

central area. The lack of vegetation in the western part is equivalent to the preservation of 

buildings where industrial activities are still practiced.   

 

8.06.2011 14.09.2014 
14.09.2017 

Fig. 7. Evolution of the central area (Source: GoogleEarth). 
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a. 8.08.1991 b. 22.08.2008 c. 18.08.2018 

Fig. 11 (a,b,c) NDMI 

Fig. 9. (a,b,c) NDVI. 

a. 8.08.1991 b. 22.08.2008 c. 18.08.2018 

Fig. 10a. 2018 - 1991 Fig. 10b. 2018 - 2008 
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Fig. 12a. 2018-1991 Fig. 12b. 2018-2008 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The legends of the two periods (Fig. 10) show that the differences were bigger for 

2018-1991 than for 2018-2008. This is the result of the land use changes that occured after 

the demolition of some buildings. As it is represented in fig. 8a., changes took place in the 

center of the industrial platform. 

Another index correlated with NDVI is NDMI (Fig. 11) which is used to capture the 

differences between humidity for the study area. In 1989 it is observed that the humidity is 

lowered especially in the central and eastern part of the platform, and that in 2018 it will 

increase, those surfaces being fragmented with positive values of humidity, which indicates 

the lands that have been left bare after the demolition of the industrial halls. 

The differences between 2018-1991 and 2018-2008 are represented in Fig. 12 a,b. In 

this case, the values from the interval 2018-2008 are greater that the other interval.  This 

can be correlated with the differences of NDVI: a thicker vegetation retains moisture better 

and longer than a bare ground. 

5. CONCLUSIONS 

For Săvinești Industrial Platform, the LST index proves to be a useful tool in observing 

the involution of the industrial activity. The similar study conducted for a Chinese mining 

town (Rao et al., 2018) shows that LST is influenced by the type of industrial activity 

practiced in various areas. And in the case of the platform too, LST shows how the 

industrial site have evolved, based on owners decisions.  

In the three moments (1991, 2008 and 2018) we notice major differences in LST, 

especially during the summer. It can be deduced that the soil temperature decreases with the 

decrease of the industrial activity. The area in the western part of the area that remains 

constant with the highest temperatures is the area where industrial activities are still taking 

place. The central area is the one which suffered most changes, passing from built land to 

demolition of the constructions, bare ground and then spontaneous vegetation. The south-

east area has various temperatures that coincide with the moments of activity and inactivity. 

In conclusion, the evolution of an industrial platform can be demonstrated through 

satellite imagery. Demolition of buildings, restriction of industrial activity can be observed 

both visually and by calculating satellite indices such as LST, NDVI, NDMI.  
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They provide information on how to use the land, on the ground temperature, which 

can be indicators of the evolution or involution of some industrial areas. Of course, this 

information obtained from the processing of satellite images must be correlated with the 

events that have occurred over time, so knowing the history of the study area is a way to 

confirm or deny the results of the satellite indices. 
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ABSTRACT: 

Geomedia techniques are easily acquired, freely available and easy to learn. Most of the 

modern mobile phones possess digital camera and have incorporated Global Positioning 

System. Various smartphone applications can be downloaded and used to find, create and 

control the virtual representations of places, emphasizing humans’ central position in the 

Geosystem. The focus of this research is an assessment of the power of Geomedia 

techniques as a tool in the identification, construction and development of functional 

Geosystems. Methodologically, our research in Romania used the grounded theory with 

data collection based on smartphone apps, web GIS and geospatial datasets from Google 

Earth, combined with the Geomedia analytic hierarchy (GAH) and the multicriteria decision 

making (MDM) processor for the geosystems` effectiveness evaluation. We demonstrate 

how the growing popularity of Geomedia tools can be used to efficiently sustain 

development in an organized way, at both the national and community levels. 

 
 

Key-words: Romania, Geomedia, Dracula, Geosystem, Smartphone apps, Development. 

1. INTRODUCTION 

Geomedia`s imagined place experience illustrates the human`s created virtual 

Geosystems with the complexity of functional interrelated components. Geomedia 

synthetize all the information that connects different places illustration with coordinates and 

Geosystem`s characteristic data. All environmental elements are contributing to a 

geographical place’s unique personality, which is spatially developed as a Geosystem, 

defined by common and unique attributes (Voda & Montes, 2018).  

The Geomedia techniques are used by everyone that takes photos with the 

smartphone`s GPS activated and shares the images on social media, Google Maps, 

Pinterest, Google Earth or Aibnb. Cherifi et al. (2014) argued that conventional crowd 

shared images are used for the creation of a destination virtual imagery and Relph (1976) 

claimed that its qualities influence people`s imagined experience of that place. Croitoru et 

al. (2013) explained the importance of collective geolocated media generated through web 

services due to smartphones advancements.  

From a Geomedia perspective, the geographical place, once properly surveyed 

(scanned, measured, photographed) and transformed in a virtual reality model, can become 

a scientific illustration of an entire Geosystem characterized by `interconnected physical 

and social relations`(Lapenta, 2011, p.16), with active energy, information and matter 

fluxes between humans and their living environments. 
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This article analyzes the effectiveness of Geomedia techniques in the Geosystems` 

sustainable development processes by exploring how communities contribute to the 

identification and promotion of places unique attributes through an analysis of Dracula 

phenomenon in Romania. This innovative approach focuses on geo-locational issues in a 

variety of Vlad Țepeș related places; their contradictions, and the role of Geomedia in the 

evolving Dracula-based Geosystems.  

At first glance Geomedia and Geosystems may seem unrelated, albeit both of major 

concern. However, accumulated knowledge on virtual reality representation of places 

indicates that Geomedia techniques are more efficient in specific Geosystems, leading to 

our research question: how do Geomedia stimulate Geosystems development? This 

question is highly important for finding the best way to manage the Geosystem`s virtual 

inception, presentation and contextual perception in different cultures.  

The Geosystem is like a living organism which thrives under dynamic equilibrium 

conditions, generating welfare for its inhabitants if they are capable to control the matter, 

energy and information fluxes. It`s extension varies in accordance to the human collectivity 

egregore that defines the geographical space and stimulates components interaction with 

the new technologies help: Geomedia (Voda et al., 2019). This research shows that 

Geomedia is much more than just a reliable source of information. Geomedia is also a 

unique type of crowd-sourced knowledge created by individuals using a variety of 

applications that convey their collective values and beliefs. 

 Modern researchers argue that a message stems from the social context in which it was 

produced, equally influencing and being influenced by it (Fairclough, 1995; Johnstone, 

2002). As in any type of discourse, Geomedia is invested with powers that go beyond the 

apparently simple message it provides by means of maps, photos and texts, it conveys the 

cultural identity of the people living in the Geosystem. Any place with a story to tell, with 

feelings to generate or thoughts to trigger, can, leverage Geomedia to stimulate the valuable 

sense of place among locals. Once well done Geomedia becomes widely shared, it has the 

power to bond the community members, connecting them to the local egregore and creating 

a self-sustaining Geosystem. The activated flows of matter, energy and information will 

increase the local Geosystems` functionality, initiating its development.  

The new high-tech solutions and software apps availability that Lapenta (2011) refers 

to as Geomedia, are represented today as internet platforms where location-based and 

augmented reality technologies merge in a new form of digital visualization system 

activated and maintained by social media data exchange power. The humans are the 

principal piece of their Geosystem, whose empirical scientific illustration evolved from 

paper maps to virtual computer and smartphone geo-apps (Voda, 2013; Zheng et al., 2010). 

This article contributes to the understanding why Geomedia controls Geosystems by 

synchronizing social etiquette, reshaping spatial imaginaries and harmonizing media 

interactions. As Lapenta (2011, p.15) observed `Geomedia are to space what the watch is to 

time`. The future of location aware geospatial technologies is created with web-based 

Geographical Information Science (GIS), smart apps and interactive digital mapping 

(Wilson, 2012; 2014). Inal et al. (2017) pointed to the value of location-aware smartphones 

for archaeological field work. Baiocchi et al. (2017), showed the importance of the new 

Global Navigation Satellite Systems (GNSS) techniques introduced for smartphones in the 

virtual maps creation process.  

Various researchers have examined this issue, notably Wilson (2014, p.298), who 

outlined the variety of geospatial data interfaces, pointing to Google’s “check in” function 

(also found in Facebook, and other social media) and how the geo-aware social media have 
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become important to the comprehension of local cultures. Dickinson et al. (2014), Sidali et 

al. (2017), Meng et al. (2014), demonstrate how Geomedia, through a diversity of smart 

applications provide directions and information, adding value to the historical and 

geographical resources of a place. Geomedia techniques offer various visualization 

opportunities for the chosen Geosystem, considerably influencing development decisions 

(Voda & Negru, 2015). Echtner and Ritchie (2003), noted that unique functional attributes 

were of great importance for a geographical location’s image.  

Recent research suggests that Geomedia users are producing and sharing photos, 

symbols and text in a way that has significantly reconfigured the interaction of social media 

and the slightly older world of digital mapping (Lapenta, 2011, p 17; Zheng et al., 2010). 

The considerable achievement of the Airbnb’s locations for example, is largely a 

product of new business models afforded by a better visualized Geosystem (Voda & 

Montes, 2018). Once validated by excellent ratings, the Geosystem’s virtual image might 

attract more visitors, transforming the locals into superhosts, thereby increasing their 

revenue (Wang & Nicolau, 2017; Liang et al., 2017; Gunter, 2018). Furthermore, the 

Airbnb phenomenon proved the functionality of local Geosystems virtual imagery, 

sustained and validated, if genuine, by visitors` reviews (Guttentag & Smith, 2017; Cheng 

& Jin, 2019).  

Airbnb experience of a place will definitely contribute to the local Geosystems` 

presentation and outer contextual perception because today, Airbnb represents the world 

leader in peer-to-peer accommodation provision (Sigala, 2017). Anyone can become a host 

using identification documents and a property’s photos as a part of their envisioned 

Geosystem image. Guttentag (2015) explained the considerable influence of the Airbnb 

system through the disruptive innovation theory, while Ert et al. (2016) emphasized the 

critical value of personal images to the platform’s construction of credibility among would-

be customers. Tussyadiah & Pesonen (2016) observed that the host’s incorporation in local 

community encourages social relationships, enhancing the Airbnb system’s efficiency and 

reliability. From this research Geosystems perspective, the community is comparable to 

organic entities, with functional common and unique attributes operating in dynamic 

balance to satisfy its social needs. This article will explore how the use of Geomedia 

techniques contributes to the place-making efforts of any Geosystem, possibly creating real 

value as it develops. Geomedia can also become the ultimate type of advertising, with 

world-wide impact, without the costs typically incurred via expensive, professional and/or 

governmental marketing efforts (Gupta et al., 2018; Voda & Montes, 2018). 

As technological innovation increasingly becomes critical to sustainable development 

in many locations around the globe, it is worthwhile to examine its impact in Romania, a 

country easily accessed by both European and North American visitors, with excellent 

digital infrastructure, and a large number of locals using smartphone applications (Statista, 

2018), but with a relatively poorly organized government-based infrastructure.  

Romania is today somewhat reliant on the mythology of Dracula, which attracts 

considerably more visitors to the region than any other touristic attraction. Centered on the 

Transylvania region of Romania, the Dracula phenomenon is unique and with the support 

of Geomedia tools could become even more important to Romania’s overall development 

goals (Voda & Negru, 2015; Ernawati et al., 2018).  

Specific myths and legends can create powerful brands for the sustainable tourism 

development (Robinson & Wiltshier, 2011; Ernawati, 2015). As such, Dracula related 

Geosystems generate broader understanding of the Geomedia techniques role in the 

construction, content and outer perception of our social worlds. 
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2. RESEARCH METHODOLOGY 

The research methodology is based on the grounded theory using Geomedia techniques 

for models creation and data analysis. Using the Geomedia techniques in every location, a 

group of seven criterions were identified as representative for the proper assessment of the 

Geosystem`s effectiveness: unique attributes, innovation diffusion, geo-referenced 

illustrations, geomedia competence and the access to geomedia (Voda et al., 2019). 

Data collection procedures were based on the specific geographical information 

systems visual imagery connected to the Dracula phenomenon. The datasets analysis and 

attributes particular assessment was done using INIS Viewer, Google Maps and Google 

Earth internet platforms. Comparative analysis revealed Geosystem`s components 

properties, significantly contributing to the unique attributes identification (Croitoru et al., 

2013; Lapenta, 2011; Ernawati et al., 2018; Voda et al., 2017; Zheng et al., 2010). Based on 

the Romanian Dracula phenomena, this research attempts to emphasize the importance of 

the local Geosystems` unique attributes and predict future wider applicability of the 

Geomedia techniques. 

Selective coding was applied for Geosystems` access to Geomedia (60-0.150), 

Geomedia competence (70-0.175), unique attributes score (100-0.250), innovation diffusion 

(90-0.225) and geo-referenced illustrations (80-0.200) in order to understand the context of 

Geosystem`s imagery creation, reception and display. Each criterion weight was attained by 

the geomedia analytic hierarchy (GAH) (Voda et al., 2019). Geomedia technique is 

integrating all the environmental features in virtual Geosystems with functional interrelated 

components and fluxes of matter, energy and information. The process returned the selected 

Geosystems in an array, implying their synthesis and processing into new structures, 

according to people`s energy inputs and personal experience of the geographical place 

(Park & Santos, 2017; Voda et al., 2019). It also requires various fluxes identification, 

attributes interpretation and structure-components property correlations. Finally, the 

specific behavioral computation was possible and each Geosystem`s effectiveness obtained 

(Mac, 1996). Our goal was to elaborate Geomedia techniques capable to extend functional 

Geosystem`s performance and extrapolate its virtual representations qualities.  

The unique attributes criterion was considered the most important, receiving the 

maximum relative weight (rw) of 100-0.250. It reflects the geosystem`s authenticity 

generated by special geographical features, intriguing historical facts, myths or legends. 

The next value of 90 rw was given to the innovation diffusion criterion because it shows the 

geosystem`s inclusion probability in transformative networks. The georeferenced 

illustration (80 rw) criterion reflects the geosystem`s virtual presence online. Geomedia 

competence (70 rw) and geomedia acces (60 rw) are conected to the people`s ability to use 

geomedia tools and their acces to online internet information (Voda et al., 2019).   

The Geomedia data collection techniques involved geographic information, historical 

texts and documents analysis combined with field work in the selected Dracula related 

Geosystems. Data was collected during 2015-2018 research field trips in Bran, Sighișoara, 

God`s Chair, Devil`s Plateau and Borgo Pass geographical areas where 67 locals were 

asked to rate (<2-very weak, 3-4 weak, 5-6 moderate, 7-8 strong, 9-10 very strong) their 

access to Geomedia and Geomedia competence. Zheng et al. (2010) believed that geo-

referenced images incorporate substantial data related to their geographical area culture. 

691 relevant geo-tagged Facebook posts and Google geo-referenced illustrations were 

selectively coded. 

 We observed the inner context of created imagery and assessed the outer perception of 

their visual presentation. Yanai et al. (2009) claimed that specific geographical locations 
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cultural differentiation can be identified by the extraction process of the most relevant 

visual images and the emblematic conceptualization confirmed throughout an assembling 

procedure. Coding the outer context of visual data was essential to understand the act of 

inception, the act of representing different Geosystems, their content, their contextual 

perception and development role in the Romanian context (Table 1). 

 
Table 1. 

The relative weight for each criterion used for Dracula related Geosystems. 

Geosystem`s 

name 

Access to 

Geomedia 

Geomedia 

competence 

Unique 

attributes 

score 

Innovation 

diffusion 

Geo-referenced 

illustrations 

Bran Castle 0.196 0.174 0.217 0.196 0.217 

Sighisoara 0.195 0.171 0.22 0.22 0.195 

Borgo Pass 0.226 0.129 0.226 0.194 0.226 

God`s Chair 0.24 0.12 0.24 0.16 0.24 

Devil`s 

Plateau 
0.211 0.105 0.263 0.158 0.263 

Smartphone GPS high-tech geo-location capabilities were used for photos geotagging 

process in the studied geographical areas and invert geo-coding were realized for the 

semantic connotation of specific locations associated to the given GPS coordinates. 

Furthermore, according to Liu et al. (2006) methodology, geographical observations have 

been conducted on every site in order to visualize the semantic position typology of the 

virtual map.  

Exchangeable image file (EXIF) data viewer methodology was used for a significant 

variety of smartphone photos coordinates identification which were obtained from the 

interchange information digital files and were geo-located on Google Maps™ (Inal et al., 

2017; Ernawati et al., 2018; Torpan & Voda, 2019). 

For every Dracula related Geosystem, the Facebook geottaged posts were analyzed to 

generate the innovation diffusion criterion. Data collected on field with the Garmin GPS 

and smartphone applications (Google Photos, GTCamera) was used for the geo-referenced 

illustrations validation. A number of 266 Facebook geo-tagged posts and 425 Google geo-

referenced illustrations were analyzed and the interchange information digital data 

extracted for the virtual Geosystems evaluation (Table 2).  

The geomedia analytic hierarchy (GAH) generated each criterion weight (Geomedia 

acces -0.150, Geomedia competence - 0.175, Unique Attributes - 0.250, Innovation 

diffusion – 0.225, Georeferenced illustration – 0.200). The Geosystem`s effectiveness 

priority score was obtained using the multicriteria decision making (MDM) processor. 

Geosystems` geographical features, the local history and traditions are stimulating 

authenticity and the unique attributes creation (Xi et al, 2015). The innovation diffusion is 

important for the integration capacity in transformative networks. The effectiveness 

weighted sum is reflecting every analyzed Geosystem`s functionality and it is positively 

correlated with the Arrow`s theorem results which validated the application of Geomedia 

techniques and the GAH process (Arrow, 2011; Voda et al., 2019). 
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 Table 2. 

Dracula related Geosystems` effectiveness evaluation. 

Geosystem`s name 
Interviewed 

people 
Arrow points Arrow score 

Geosystem`s 

effectivness 

Bran Castle 16 5 9 92.75 

Sighisoara 19 4 8 83 

Borgo Pass 11 2 6 62.5 

God`s Chair 12 1 5 50.25 

Devil`s Plateau 9 0 4 38.75 

3. SIGHIȘOARA AND BRAN GEOSYSTEMS` EFFECTIVENESS. 

The two most popular Dracula-themed locations in Romania are Bran Castle and the 

citadel of Sighișoara. Each of these locations has a balanced and robust virtual Geosystem 

that contributes to the maintenance of a sustainable local tourism industry.  

Both locations have similar Geosystems. Climate characteristics are similar, 

recommending both Sighișoara and Bran for sightseeing all year round. We analyzed the 

inner and outer context of the natural landscape features that include mountainous terrain, 

slightly forested hills and poor road networks, coded as functional attributes of both 

locations (0.220/9- 0.217/10).  

The acts of representing Geosystems` visual images was linked to the context of their 

creation, generating historical credibility to both places because of their connection to the 

real character, Vlad Țepeș the Romanian ruler. Their unique attributes score and innovation 

diffusion values are very strong (0.196/9-Bran). The Sighișoara and Bran Geomedia virtual 

imagery is combining `geo-location, social data and the wisdom of the crowd` for the 

credible linkage of geographical reality to the virtual imagery creation (Valentino-DeVries, 

2010). By using slices of the visual dimension of Sighișoara and Bran representations (101 

geo-tagged posts, 166 geo-referenced illustrations), the first Dracula Geosystem models 

computation and structure-elements attributes correlations was possible. The analysis finds 

the highest priority score in Bran (92.75/9) reflecting its Geosystem`s effectiveness, closely 

followed by Sighișoara (83/8). 

Sighișoara’s old citadel was one of seven walled fortresses built by Transylvania 

Saxons, but since it is also where Vlad Țepeș was born, it has become an important 

destination for Dracula tourism. The description of the multilayered context of visualization 

was performed here in order to understand the Dracula phenomenon connection processes 

to the Geosystem`s functionality. There is a slighter higher value for the access to 

Geomedia in Bran (0.196/9) compared to Sighișoara (0.195/8).  

On the main square of the citadel sits the yellow house of his father, Vlad Dracul. 

Plotting situational maps of visual data, all the analytically pertinent elements were 

analyzed, including the house that represents the core of the local Geosystem: the locals` 

Geomedia competence has a strong score of 0.171/7. It has been transformed into a 

significant tourist attraction featuring a traditional restaurant on one floor, and the “Dracula 

Rooms” on the second floor where crowds of tourists gather before or after eating the “must 

have” lunch, recommended by digital travel guides authored by fellow tourists.  
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Dracul name (meaning Devil in Romanian), derives from the Order of Dragon, a semi-

military organization Vlad Dracul was a member of. The Dracula Resurrection movie 

validates Sighișoara’s fortress symbolic elements of Dracula`s particular image by choosing 

it for filming locations. Furthermore, the Romanian Ministry of Tourism started the Dracula 

Park project initiative, envisioned to develop tourism in the region by taking advantage of 

Dracula as a lucrative myth (Jamal & Tanase, 2005; Voda & Negru, 2017).  

 Echtner and Ritchie (2003), emphasized the unique functional attributes importance 

for a destination`s image (0.217/10-Bran). Lai and Li (2016), argued that tourist`s 

destination image reveals the mental perceptions held by visitors about a place (0.196/9-

Bran, 0.220/9- Sighișoara). Sighișoara (0.195/8) and Bran (0.217/10) geo-referenced 

illustrations score demonstrate their central and effective Geosystems, which is in line with 

Asero et al. (2016) explained how tourist may perceive a tourism area as central or 

peripheral within a network. The local communities are actively contributing to the 

valorization of their place unique attribute, Dracula (Fig. 1). 

 
 

Fig. 1. Bran Castle near Brasov and Vlad Dracul house in Sighișoara (Google Earth, 2017). 

The village of Bran has a less historically viable connection to Vlad Țepeș, but thanks 

to robust Geomedia efforts and perhaps its proximity to Bucharest, is the best developed of 

the Dracula Geosystems in Romania (92.75/9).  

Multiple historians including Anghel (2006) and Curta (2014), agree there is evidence 

that Vlad Țepeș never actually inhabited Bran Castle. The castle itself was constructed by 

the inhabitants of Brasov, a city nearly 30 km away as a distant bulwark against invasion 
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from the South. Perhaps Vlad III bypassed Bran castle during an invasion in the mid-1400s, 

but never lived there.  

The association between the Castle and Vlad Țepeș was invented by Romanian 

authorities after an International Tourism Trade in 1991. According to Roberts and 

Simpson (1999), tourism development around Bran was initiated with the help of the 

international operation Villages Roumains, a non-governmental organization under the 

European Union PHARE funding scheme.  

Bran’s location is convenient due to its proximity to Brasov, less than three hours from 

Bucharest (Anghel, 2006; Baca & Rusu, 2017). Bran Dracula Geosystem`s high innovation 

diffusion (0.196/9) and geo-referenced illustration score (0.217/10) confirm the widely held 

expectations of an imagined place experience. It is located on a spectacular high cliff in 

Bran village, close to a defensible chokepoint pass (Fig. 1).  

The architecture and its situation on a cliff, against a rugged backdrop of the 

Carpathians allow tourists to meet their expectations for a “Scary Castle”, worthy of 

Dracula – the Prince of Darkness to be met in spades (Muresan & Smith, 1998; Voda & 

Negru, 2017).  

For geospatial smart applications development, the Geomedia travel pattern analytic 

approach can display people`s visiting preferences and thus facilitate traffic patterns 

observation. Geomedia is linking geography, spatial and visual reality perception offering 

information, visual examples and apprehension of a specific geographical location (Zheng 

et al., 2010). 

Vlad III was constantly trying to foster and protect his state, being considered cruel, 

but not mentally ill (Giurescu & Giurescu, 1975). Wallachia`s Prince ferocity was 

dramatized by his Saxon enemies from Southern Transylvania. Vlad III was known as 

Ţepeş (the impaler) only in the `fifteenth to sixteenth century` (Stoicescu, 1976). The 

collective stereotypical images created about Transylvania are related to Dracula myth. 

Cherifi et al. (2014) emphasized the importance of people`s naïve images, the virtual 

representation of a destination, generated by the non-visitors. 

Vlad III had two nicknames: Țepeș (The Impaler) and Dracula. Dracula meant the son 

of Dracul, his father’s name after receiving the Order of the Dragon in 1431, from King 

Sigismund of Hungary (Curta, 2014; Butulescu, 2001). According to Butulescu (2001), 

Vlad III used to sign as Dracula. Butulescu`s arguments are based on the historical 

document signed on the 20th of September 1459 by Vlad III his portrait made by 

Odhsenbach Stambuch from Stuttgart (Butulescu, 2001).  

Both Vlad Dracula related Geosystems are properly balanced in a dynamic 

equilibrium. Energy inputs from locals and tourists drive the Bran and Sighișoara 

Geosystems. They interact with the human activities around the Castle in Bran village and 

inside the Old Citadel in Sighișoara. The evidence for this interaction is the tourism 

development processes that gave rise to the Geosystems main outputs: genuine and 

functional tourist sites (USGS, 2017; Ernawati et al., 2018). The fictionalized landscapes 

are given credibility and legitimacy by the frequent retelling of the myth through the 

Geomedia rich reproduction of the narrative by tourists. 

The effectiveness of Geomedia techniques is also reflected in the evolution of peer to 

peer property rental industry in Bran (0.196/9-AG, 0.174/8-GC) and Sighișoara (0.195/8-

AG, 0.171/7-GC), in accordance to Ernawati et al., (2018) who showed the importance of 

the geo-referenced media for the local community-based tourism development which can 

use the Airbnb website platform, Facebook geo-tagged posts or Google Earth pinned 

locations to better valorize their resources. Many inhabitants rent their homes in Airbnb 
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online accommodation system. In the Bran castle area, for example, there are 43 private 

houses registered. The number increases to 59 in Sighișoara, where the old citadel has been 

constantly visited since 2010, when the nearby Biertan village appeared on the Lonely 

Planet’s Romania tourist guide (Voda, 2013; Airbnb, 2018).  

4. BORGO PASS, GOD`S CHAIR AND DEVIL`S PLATEAU GEOSYSTEMS 

Borgo Pass and God`s Chair are two relatively inaccessible Dracula Geosystems 

descriebed in Bram Stoker`s book. Like Bran Castle, they also have a tenuous connection to 

Vlad Tepes, but both locations appeal to true fans of the Bram Stoker’s novel. Borgo Pass 

and God`s Chair are fictional counter parts of Pasul Tihuța and Scaunul Domnului. These 

locations appeal more to les connoisseurs of mythology and leged, those sometimes known 

as the “Dracula Hunters”, than they do to conventional visitors.  

Petru and Nastase (2004), suggest that after reading Bram Stoker’s Dracula, Alexandru 

Misiuga, the director of the Bistrita County Tourism Authority, claimed that Stoker’s 

“Borgo Pass”, exists in the real world in the Northern part of the Calimani Mountains (as 

Pasul Tihuta). Based on this claim the local authorities decided to build a hotel that they 

would call “Dracula Castle” in order to boost the regional tourism development. Misiuga 

managed to obtain the necessary funds (25 million lei) from the central communist 

authorities in Bucharest. The castle was built at 1227 meters altitude between 1976-1983 

(Petru & Nastase, 2004; Mânzat, 2008; Baca & Rusu, 2017).  

The Dracula Castle Hotel slightly resembles a medieval castle. The architectural style 

also clearly suggests Socialist Classicism, common among apartment blocks erected for the 

working class during the communist era. Dracula Castle’s was initially supposed to be built 

on the way from Piatra Fantanele to Ciosa, on the Paltinului ridge, near Frumuseaua Peak 

(Mânzat, 2008). That location would have been more credible and successful in terms of a 

Geomedia imagery development because it has an interesting history, though on a less-

travelled road.  

Borgo Pass Dracula Geosystem’s attractiveness (0.226/7-UAS) can be improved 

through Dracula themed activities. In line with Barbieri et al. (2016) who suggests that 

local community involvement represents a prerequisite for the tourist experience success, 

our results show relatively good Geomedia access (0.226/7-AG) but low competence level 

(0.129/4-GC).  

Attractions that leverage the Dracula theme could include, black horse-drawn carriage 

rides on dirt roads, vampire-themed paragliding adventures and attractions like jacuzzi tubs 

fashioned as witches cauldrons. Managed well, it could increase the innovation diffusion 

(0.194/6-ID) score.  

We analysed the Borgo Pass Geosystem’s specific functional features, assessing how 

the Dracula imagery structure correlated to the tourists’ experience of the place. The lower 

0.226/7-GI score show that energy inputs from visitors slightly drive the unbalanced 

Dracula Geosystem. As a result, there are no few viable outputs such as, tourist site creation 

and tourism activities development.  

The Geomedia imagery could help generate processes that contribute to the fabrication 

of a more effective Geosystem (62,5-GE, 6-AS), like we observed in other Vlad Dracula 

related sites in Bran(92,75-GE, 9-AS) and Sighișoara(83-GE, 8-AS). Their virtual 

representations qualities can be extrapolated to the Borgo Pass Geosystem and 

interconnected to God`s Chair’s functional attributes. 
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Fig. 2. Dracula Castle from Borgo Pass and God`s Chair (Google Earth, 2017). 

The results suggests that the following Borgo Pass (Fig. 2) myths can strongly increase 

its unique attributes score (0.226/7-UAS) and overall Geosystem`s effectiveness (62,5-GE, 

6-AS): one is locating an old Vlad citadel on the Frumuseaua Peak; another states that the 

Golden Hen treasure is buried there on the mountain ridge; there is also a legend about 

Barbu Blacul, Vlad Țepeș`s lieutenant who came on Frumuseaua Mountain in search for 

the citadel and the hidden treasure; the myth of Ianca and the ghost army is correlated with 

loud voices, laughs and strange globular lights on Frumuseaua Peak during night times. The 

cave legend refers to a time travel compression: you enter young and come out old; you die 

if you tell anyone. There is also a legend about ancient times when the locals suffered of a 

blood disease, being annoyed by the sunlight, with whitening skin, growing teeth and lips; 

the remedy was animal blood consumption. The haunted house legend is considered a real 

story about a group of youngsters who spent a night in a hut situated in the Frumuseaua 

Peak proximity (Baca & Rusu, 2017).  

God’s Chair (Scaunul Domnului/ Isten Szeke) is a flat, but sheer-sided mountain top 

located (1381 meters) in the volcanic Calimani Mountains Range (Fig. 2), about 24 km 

south of the Borgo Pass. The interesting Dracula related Geosystem (0.240/6-UA) is visible 

from the Reghin-Bistra Muresului road, following the Mures River Valley upstream. Stoker 

(1897, pp.8) described it in the original Dracula book: ‘Look! Isten Szek!’- ‘God`s seat!’, as 

Jonathan Harker travelled Transylvania in search for Dracula’s Castle, just before entering 

the mountains to the Borgo Pass (Voda, 2013; Voda & Negru 2017; Baca & Rusu, 2017). 

Although the Geomedia competence score is very low (0.120/3-GC), our results show 

similar values (0.240/6) for the geo-referenced illustrations and unique attributes suggesting 

that the Dracula themed projects initiated in Bistra Muresului village towards the 

mountainous gravel roads connecting to Borgo Pass will increase Geosystem`s 

effectiveness in the future (Voda & Negru 2017; Ernawati et al., 2018). This is in line with 

Hwang and Stewart (2017)  who found that collective actions of the local communities are 

very important for a sustainable community-based tourist infrastructure development. 



 Mihai VODA, Steven GRAVES and Cristina Elena BERARIU / GEOMEDIA`S ROLE IN THE … 153 

 

 Iszten Szeke and Borgo Pass in Romania could very well benefit from capitalizing on 

the local Dracula’s myth to attract more tourists (House, 1997). Other European locations 

such as La Mancha in Spain, Copenhagen in Denmark or Lapland from Finland 

successfully valorized Don Quihote, Little Mermaid and Father Christmas themes in 

tourism development (Muresan & Smith, 1998). Dracula character has fictional mixed 

origins given by the real historical events and people connections, capable to strengthen the 

local Geosystem`s unique attributes and increase its effectiveness (50.25-GE, 5-AS). In 

Bram Stoker`s book, the Romanians are the proud descendants of the Dacians and Dracula 

is a local born Prince with Szekely blood (Stoker, 1897; Voda, 2013; Baca & Rusu, 2017, 

Muresan & Smith, 1998). The innovation diffusion lower level (0.160/4-ID) confirms 

Muresan and Smith (1998)  observations that in Romania, Dracula related geographical 

places should generate `a mix of fiction and realities`, encouraged by literary, film and 

lately Geomedia references.  

Apart from Borgo Pass, Frumuseaua Peak and Iszten Szeke, there is Scholomance 

(Solomonărie in Romanian), the mysterious underground school where Dracul (Devil) was 

a teacher.  The black magic school from Bram Stoker`s book was geo-located in Cindrel 

Mountains, below the Cindrel Peak (2224 m) on the Iezerul Mare lake shores (Stoker, 

1897; Baca and Rusu, 2017). Currently, the Cindrel’s geographical area appears to be 

deserted, presenting no interest until 2011, when the Transylvania Calling spiritual festival 

was organized, proving the Geomedia techniques potential (Fig. 3). The special trance 

gathering created there the Wonderland magic realm. Remotely located in the mountains 

heights, the Geosystem is famous among the shepherds as the Devil`s Plateau. 

 
 
Fig. 3. Wonderland and Devil`s Plateau in Cindrel Mountains (Google Earth, 2017). 

 

The Devil`s Plateau Geosystem has the lowest competence (0.115/2-GC) and access to 

Geomedia (0.211/4-AG) values due to its remote geographical position. But as Ernawati et 

al. (2018) observed, the local inhabitants are committed to learn how to valorize the new 
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technological advancements, the use of freely available Geomedia techniques for their own 

benefits. Suggestive photographs, reliable references, mobile phones and internet coverage, 

can metamorphose their remote households in exquisite rental homes, increasing their 

Geosystem`s effectiveness (38.75-GE, 4-AS). In accordance with House (1997) statement 

on legends importance, the unique attributes score (0.263/5-UA) can be improved on 

grounds of the local legends who describe the fabled Solomonărie school location under the 

Devil`s lake, where selected kids learned the magic plants and hail producing secrets. The 

sheep man says: `If you throw a stone into the lake` (Iezerul Mare/Devil`s lake) the angry 

dragon will fly out and severe weather phenomena occurs (Gerard, 1885; Oișteanu, 2004). 

As Negru et al. (2015), hypothesized, Dracula`s horses-drawn carriage might have 

crossed the Calimani Mountains following Bistra river Cofu tributary from God`s Chair to 

Borgo Pass to reach the controversial castle. Ernawati et al. (2018) elaborated mountain 

routes GIS profile graphs for dirty tracks connection over the Calimani Range, validating 

the two Geosystems connection.  

For the proper characterization of the Bram Stoker`s Dracula Geosystems, our study 

utilized a systems-theoretic formulation. Common and unique functional attributes were 

identified and characterized in order to generate the Geosystem effectiveness for each 

geographical location. Their structure-elements property correlations were evaluated using 

data from Vlad Dracula functional Geosystems. The specific behavioral computation 

revealed a considerable development potential that can be valorized in the future in a 

community collaborative approach linking Bram Stoker`s Dracula spatial imaginaries to the 

local myths and legends. Our results confirm Rinne`s (2018) statement that the sharing 

economy will considerably improve people livelihoods. Borgo Pass, God`s Chair and 

Devil`s Plateau, unlike any other remotely located Romanian site, possess the most 

valuable asset: Dracula, their special unique attribute.  

5. RESULTS DISCUSSION 

Bram Stoker’s fictional character of Dracula launched an impressive array of vampire 

related media production. Dozens of movies, television shows, cartoons and theatrical 

productions have spun off the original volume (Miller, 2003). Luckily for Romania, the 

original text placed the fictional character in the real landscape of Transylvania and the 

association has remained firm in the imagination of many westerners for over 100 years. 

The analysis finds that Geomedia visualization techniques enhance locations’ broader 

cultural and historical values, conditioning visitors’ comprehension of the Dracula 

phenomenon. Apart from the specifically connected with Vlad Țepeș or Dracula sites, 

tourists are enjoying other Romania mythical places as well. 

Dracula phenomenon compresses elements from literary, movie, dark, cultural and 

heritage tourism (Hovi, 2014). The media tourism term has been proposed to integrate 

literary and movie-induced tourism with the modern Internet, in an effort to quantify the 

popular culture Dracula tourism (Reijnders, 2011; Light, 2012; Larson et al., 2013; Hovi, 

2014).  

The results show that Geomedia imagery tends to increase tourist sites visitation rates 

by offering visitors more options via images encapsulated on smartphones, tablets and 

laptops. Hence Dracula related spots can be transformed into more successful tourist sites 

by these newly available technologies. The Geosystem theory has the capacity to explain 

and predict the Dracula phenomenon in connection to the Geomedia technology used to 

create it. Friendly interfaces facilitate the use of smartphone applications, helping the locals 
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in Bran and Sighisoara to produce new visual concepts (Android Development, 2016). The 

study finds evidence that the future development of Dracula Geosystems becomes possible 

with the easily apprehended tools and Geomedia access in Borgo Pass and God`s Chair. 

Wang and Nicolau (2016) observed that smartphone applications were used for geottaged 

photos location on Google Maps, Google Earth or various social media sharing options 

during travel or in everyday life. The freely available Geomedia tools can redefine 

geographical locations such as Borgo Pass, Devil`s Plateau or God`s Chair, increasing their 

functionality and encouraging Dracula themed tourism development.  

Although most people consider that Dracula phenomenon attracts international tourist 

almost everywhere in Romania, there is a significant preference for the historically rich 

geographical locations, such as Bran as Sighișoara which represent the functional 

Geosystem models. As we evaluated our data, we looked specifically at how efficient 

Geomedia techniques were in the construction and maintenance of semantic narratives 

surrounding Dracula phenomenon. Currently, Romania’s internet availability and good 

quality connectivity establishes the tourism provider-consumers relationship. Airbnb 

phenomenon is opening the world for unique experiences, irrevocably changing today’s 

tourism. A better search engine position on the first page increases any business 

performances, attracting more customers. The analysis finds that Airbnb search engine 

optimization locates any accommodation posting almost to the top of the Google search 

engine first page for free. The identification of specific historical geo-locations represented 

a challenge that has been solved with the help of old paper maps and different archive 

documents. The precise position determination and coordinates computation constituted the 

prerogatives of geospatial tools operations (Luo et al., 2009; Voda, 2018).  

The study contributed to a better understanding of the Dracula phenomenon. A 

question that has generated a range of responses is why tourist visit Bran Castle, although 

Bram Stoker didn’t mention it in his Dracula book and Vlad Tepes’s presence there has 

never been historically validated. The answer is related to both social and geographical 

factors, proving Geomedia`s efficiency for the local Geosystem`s functionality increase. 

Bran Castle’s interesting appearance corresponds well to the tourist expectation of their 

imagined image of Dracula’s Castle. Although the spectacular Rasnov Fortress is located 

only 14 km from Bran Castle, most tourist prefer Bran because of the Dracula-Vlad Țepeș 

media association and mountain beautiful views. The Piatra Craiului Mountains jagged 

limestone crests from the East are shining in the sunrise, while Bucegi Massif conglomerate 

walls are reflecting the sunset light on sheer cliff faces. The Bran Castle tourist site was 

created in part with that imagery in mind, and Geomedia helps it attract more visitors each 

year, increasing the local Geosystem`s effectiveness.  

Sighișoara’s main tourist attraction is represented by the Vlad Dracul house, connected 

to Vlad Țepeș father, Vlad II, and promoted vigorously as “Dracula’s” birth place. 

Positioned as it is in the old medieval citadel upon a hill, Vlad Dracul’s house is surrounded 

by historical buildings, still inhabited as it was hundreds of years ago. Geomedia generated 

these historical links and the local Geosystem started to thrive.  

The practical application of our findings may contribute to Borgo Pass, God`s Chair 

and Devil`s Plateau Geosystems functionality increase through their strong connections to 

Bram Stoker’s Dracula book (Stoker, 1897). Accurately described by the Irish writer, both 

geographical locations exist in the real world but lack in credible historical links to Vlad 

Țepeș. This is why fewer tourists visit these sites. It can be argued that visitors benefit from 

a variety of wild landscapes, local legends and traditional Romanian customs. These are the 

perfect prerequisites for sustainable tourism development, which involves local historical 
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and natural environments, promoting community values and cultural conservation, 

increasing local welfare (UNWTO, 2013; Eadington & Smith, 1992; Beeton, 2006; House, 

1997; Picard, 2008; Weaver, 2006; Singh, 2012; Wang et al., 2019). 

Dracula tourism growth is supposed to produce supplementary earnings for the 

community members, leading to the best administration of all Bistra Muresului and Piatra 

Fantanele resources (Lu & Nepal, 2009; Voda & Negru, 2017). Geomedia technology 

application should positively affect the local history and culture, enhancing people’s 

geographical awareness and ancestor`s pride (Voda, Torpan & Moldovan, 2017). 

The analysis finds that in Romania, the myth of Dracula is unique and may become the 

most important functional attribute with the support of Geomedia tools (Voda & Negru, 

2015; Ernawati et al., 2018). Romanian tourism development benefits today of the Dracula 

fame, which attracts considerably more visitors in the region than any other traditional 

touristic brand. Dracula related spots identification problem arises when tourists try to 

decide what to visit before actually going there. The geographical place, mountain top or 

pass, medieval castle, ruins or any specific construction representations qualities are 

instantly affecting individual`s imagined experience of that place  (Voda, 2013; Relph, 

1976). 

It is important to notice the Dracula phenomena geo-location confusions and Vlad 

Țepeș related places contradictions. The Geomedia tools were used to coordinate the 

conception of Dracula`s imagined experience through smartphone applications recent 

advancements and local geographical information systems assessment (Voda, 2013; Voda 

& Negru, 2015). Transylvania is a Romanian historical province, located inside the 

Carpathian Mountains arch, where Bram Stoker, the Irish writer, placed the mysterious 

castle of Dracula. The world`s most famous vampire was quite often associated and 

probably inspired by Vlad Țepeș, the tough Romanian ruler who used to impale his 

prisoners in times of war, bloodshed and persecution of political opponents (McNally & 

Florescu, 1994; Voda & Negru, 2017; Baca & Rusu, 2017). 

The results show the effectiveness of Geomedia techniques in Sighisoara and Bran 

geosystems` tourism development. From the individual household to the community scale, 

the Geomedia`s imagined place experience demonstrates the importance of geographical 

representations qualities in Borgo Pass, God`s Chair and Devil`s Plateau. Matter, energy 

and information input can balance a geosystem and increase its functionality. Matter can 

come in different forms of technological advancements and it is efficient if produces 

quantifiable outputs. For example, more accommodation facilities were created in Bran and 

Sighisoara due to Airbnb platform opportunities. Education increases any geosystem`s 

energy and has to be based on the historical and cultural traditions in order to contribute to 

a strong collective mind formation. Energy represents the connection with the local 

egregore as it is reflected in Bran and Sighisoara. Due to the internet technical evolution, 

information is widely available in Borgo Pass, God`s Chair and Devil`s Plateau. But 

information without education is useless for the geosystem`s functionality.  

6. CONCLUSIONS 

This article examined the role of Geomedia techniques in developing Romania’s 

Dracula themed tourism aided by a variety of freely available tools that local communities 

can use to present and promote their Geosystems` cultural and historical resources. Google 

Maps, Google Earth, Facebook and Airbnb constitute a robust Geomedia toolkit for the 

local community to use creatively. The analysis reveals that people’s geographical space 
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virtual signature will fundament the conception of the local Geomedia imagery built as an 

attraction site and a potential representation of a future tourist destination.  

In addition to empirical research and practical implications, this study made a 

theoretical contribution and proposed the concept of a more secure form of development, 

based on education and access to information. Geomedia approach facilitates the inception 

and control of entire Geosystems where the contextual perception is validating the unique 

attributes and the digital revolution is empowering the place-based activities extension for 

the wellbeing of all inhabitants. If they have unity and responsible intelligence, people can 

easily define and regulate the energy, matter and information flows. Geosystem`s egregore 

preservation will fundament its adaptability to changes. People have to learn their living 

place history and actively maintain their ancient traditions for a strong collective mind 

formation. 

This article contributes to the understanding why Geomedia controls Geosystems by 

synchronizing social etiquette, reshaping spatial imaginaries and harmonizing media 

interactions. The primary Vlad-Dracula geosystems brings numerous visitors to Bran Castle 

and the Vlad Dracul House in Sighișoara. International and local media promotion lends 

credibility in terms of genuine historical links to the Wallachian ruler, Vlad Țepeș. The 

rising number of Airbnb homes will soon surpass traditional tourist accommodations in 

Bran and Sighișoara, improving Geomedia’s effectiveness and while providing extra 

income to locals. 

Borgo Pass, Devil`s Plateau and God`s Chair are less known geographical locations. 

The accurate description in Bram Stoker`s book correlated with the real places stimulates 

`les connaisseurs`: Dracula Hunters. The more demanding access routes and the lack of 

local infrastucture is detering conventional tourists. 

Geomedia`s smartphone applications are offering unique exploration insights of the 

world`s most beautiful and intriguing geographical locations. From spectacular castles, 

forest trails, amazing waterfalls, winter wonderlands, astonishing mountain tops and 

underground caves, Google Earth`s smartphone application developed travel itineraries 

based on popular geo-tagged photos. Bram Stoker`s Dracula is encouraging tourist to 

`explore some of the places connected to Stoker`s Transylvanian vampire in Google Earth` 

(Google Earth, 2017). 

Geomedia is generating unprecedented coverage of previously unknown places, 

opening new opportunities for researching the most mysterious Romanian geographical 

locations. Geomedia tools such as Google Pixel2 smartphone`s application Photo Sphere 

Camera, facilitates the elaboration of 360 images and their accurate geographical placement 

on Google Earth maps. Dracula based virtual reality might be created then for natural and 

cultural tourist resources valorization from Borgo Pass, God`s Chair and Devil`s Lake 

Scholomance geographical areas.  

Based on the Romanian Dracula phenomenon, this research novelty resides in the 

unique attributes importance for each Geosystems` development and the future wider 

applicability of the Geomedia techniques for any Geosystem`s assessment. 

We predict that more Dracula based experiences will develop the local Geosystems` 

functionality and increase its effectiveness. Further geo-historical research should have a 

closer examination on the Dracula-Vlad Țepeș concealed interconnections. 

The limitations of this research are strictly geographical since the Geomedia 

techniques can be applied in any world’s region. Romania benefits from Dracula brand but 

the Geomedia approach is not restricted to well-known geographical locations. Geomedia is 

a means of developing Geosystems and the cultural values attached to them, creating an 
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authentic experience of place, after digitally raising expectations that are hopefully met. In 

other words, Geomedia literally puts any remote Geosystem with all its cultural values and 

beliefs on the map. 

Future research should have a closer examination on today’s technological advances 

linkage with local communities’ social responsibility. Everything is placed on a virtual 

map, emphasizing the importance of our presence, as humans, in the central part of our 

environment, the Geosystem. We have the power, as individuals, to create and control our 

own virtual reality, embedded in the geographical dynamic system. Bram Stoker’s book 

related geographical locations will be widely spread by Geomedia tools, challenging the 

Romanian mountains wilderness exploration in search for Dracula’s shadows. 
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Napoca.  

Mânzat, I. (2008). Ecouri prin zig-zag-urile vietii. Bistrita: Mesagerul Publishing House. 

McNally, T.R., & Florescu, R. (1994). In search of Dracula: the History of Dracula and Vampires. 

New York: Houghton Mifflin Harcourt.  

Meng, B., Min-Hyung, K. and Yeong-Hyeon, H. (2014). Users and Non-users of Smartphones for 

Travel: Differences in Factors Influencing the Adoption Decision, A.Pac.Jour.Tour.Res., DOI: 

10.1080/10941665.2014.958508.  

Miller, E. (2000). Dracula: Sense and Nonsense. Essex: Desert Island Books Limited. 

Muresan, A., & Smith, K.A. (1998). Dracula’s castle in Transylvania: conflicting heritage marketing 

strategies. International Journal of Heritage Studies, 4(2), 86-102. 

Negru, R., Voda, M. & Dumitrache, N.D. (2015). Geodiversity assessment as a tool for Geotourism in 

the Istenszeke Natural Park. Academica Science Journal, Geographica Series, 1(6), 13-21. 

Oișteanu, A. (2004). Ordine și haos. Mit și magie în cultura tradițională românească. București: 

Polirom.  

Park, S., & Carla Almeida Santos (2017) Exploring the Tourist Experience: A Sequential Approach, 

Journal of Travel Research, 56(1) 16–27.    

Petru, C., & Nastase, A. (2004). Tihuta- Hotelul lui Dracula de la Tihuta. [Online]. Available from: 

http://jurnalul.ro/campaniile-jurnalul/descoperirea-romaniei/12-iulie-2004-tihuta-hotelul-lui-

dracula-de-la-tihuta-65193.html. [Accessed March 2015]. 

Picard, M. (2008). Balinese identity as tourist attraction from ‘cultural tourism’ (pariwisata budaya) to 

‘Bali erect’ (ajeg Bali). Tourist Studies, 8(2), 155-173. doi: 10.1177/1468797608099246 

Relph, E. (1976). Place and placelessness. London: Pion Limited, 156 p.  

Reijnders, S. (2011). Stalking the Count: Dracula, Fandom and Tourism. Annals of Tourism 

Research, Vol. 38, No. 1, pp. 231–248. 

Rinne, A. (2018), The dark side of the sharing economy. [Online]. Available from: 

https://www.weforum.org/agenda/2018/01/the-dark-side-of-the-sharing-economy/.[Accessed 

January 2018].  

Roberts, L., & Simpson, F. (1999), Developing Partnership Approaches to Tourism in Central and 

Eastern Europe, Journal of Sustainable Tourism, Volume 7, 3:4, 331-340. 

Robinson, P. & Wiltshier, P. (2011). Community tourism. In P. Robinson, S. Heitmann, and P. Dieke 

(Eds.), Research themes for tourism (pp. 87-99). Wallingford, UK: Cabi [Online]. Available 

from: 

http://www.cabi.org.ezproxy.ecu.edu.au/CABeBooks/ShowPDF.aspx?PAN=20113005506. 

[Accessed January 2018]. 

Schwanen, T. & Kwan, M-P. (2008). The Internet, Mobile-phone and Space-time Constraints, 

Geoforum, 39 (3) 1362-1377.  

Sidali, K. L., Huber, D., & Schamel, G. (2017). Long-Term Sustainable Development of Tourism in 

South Tyrol: An Analysis of Tourists’ Perception. Sustainability, 9(10), 1791.  

Sigala, M. (2017). Collaborative commerce in tourism: Implications for research and industry. 

Current Issues in Tourism, 20, 346-355.  

Singh, S. (2012). Community participation – in need of a fresh perspective. In T. V. Singh (Ed.), 

Aspects of tourism: Critical debates in tourism (pp. 113-117). Bristol, UK: Channel View 

Publications. 52.  

Statista (2018). The statistics portal. [Online]. Available from: 

https://www.statista.com/statistics/smartphone-romania. [Accessed May 2018].  

Stoker, B. (1897). Dracula, Westminister Archibald Constable and Company a Whitehall Gardens, 

London.  

Stoicescu, N. (1976). Vlad Ţepeş. Bucureşti: Editura Academiei Republicii Socialiste România. 

Torpan, A. & Voda, M. (2019).  Mountain Tracks Development Methodology for Adventure 

Recreation Activities in Gurghiu Mountains. Geographia Technica, 14 (1), 156-165. 

Tussyadiah, I.P., Pesonen, J. (2016). Impacts of Peer-to-Peer Accommodation Use on Travel Patterns, 

Journal of Travel Research, 55(8) 1022–1040, DOI: 10.1177/0047287515608505.  



 Mihai VODA, Steven GRAVES and Cristina Elena BERARIU / GEOMEDIA`S ROLE IN THE … 161 

 

UNWTO (2016) United Nations World Tourism Organisation. Sustainable development of tourism. 

[Online]. Available from: http://sdt.unwto.org/en/content/about-us-5. [Accessed  September 

2016]. 

Valentino-DeVries, J. (2010). Using flickr photos as a travel guide. Wall Street J July 23. 

http://blogs.wsj.com/digits/2010/07/23/using-flickr-photos-as-a-travel-guide/. [Accessed 

November 2016]. 

Voda, M., Kithiia, S., Jackiewicz, E., Du, Q., & Sarpe C.A. (2019). Geosystems' Pathways to the 

Future of Sustainability. Scientific Reports. DOI: 10.1038/s41598-019-50937-z 

Voda, M., & Montes, Y.S. (2018). Descending mountain routes future: the North Yungas and Fagaras 

Geosystem`s comparative study. Geographia Technica, 13 (2), 152-166.   

Voda, M., Negru, R. (2017). Dracula myth role in Isten Szek – Bistra Muresului tourism development. 

Volume of UDC 28-29.11.2017 International Conference `Education Performance and 

Development`, Risoprint Publishing House, Cluj Napoca, 166-171. 

Voda, M., Torpan, A. & Moldovan, L. (2017). Wild Carpathia Future Development: From Illegal 

Deforestation to ORV Sustainable Recreation. Sustainability, 9(2254), 1-11. 

Voda, M. & Negru, R. (2015). Geomedia role in Mures Valley Castles Tourism Development 

between Ogra and Brancovenesti. Academica Science Journal, Geographica Series, 1(6), 63-70. 

Voda, M., Moldovan, L. Torpan, A. & Henning, H. (2014). Using Gis for Mountain Wild Routes 

Assessment in Order to Qualify Them for Tourism Valorisation. Geographia Technica, 09 (1), 

101-108. 

Voda, M. (2013). The role of Geospatial Technologies, Geographic Information and ICT in 

promoting rural communities sustainable development in Transylvania. Academica Science 

Journal, Geographica Series, 3, 90-95. 

Yanai, K., Yaegashi, K., Qiu, B. (2009). Detecting cultural differences using consumer-generated 

geotagged photos. In: Proceedings of the 2nd international workshop on location and the web. 

ACM, New York, pp 1–4. 

Zheng, Y-T., Zha, Z-J., Chua, T-S. (2010). Research and applications on georeferenced multimedia: a 

survey. Multimedia Tools Applications, 51, 77–98, DOI 10.1007/s11042-010-0630-z. 

Wang, D., Park, S., & Fesenmaier, D.R. (2012). The Role of Smartphones in Mediating the Tourism 

Experience. Journal of Travel Research, 51(4), 371-387.  

Wang, D., Xiang, Z., & Fesenmaier, D.R. (2016). Smartphone Use in Everyday Life and Travel, 

Journal of Travel Research, 55(1), 52–63.  

Wang, D. & Nicolau, J. L. (2017). Price determinants of sharing economy based accommodation 

rental: A study of listings from 33 cities on. International Journal of Hospitality Management, 

62, 120-131.  

Wang, K., Wang, M., Gan, C., & Voda, M. (2019). Residents`Diachronic Perception of the Impacts 

of Ecological Resettlement in a World Heritage Site, International journal of environmental 

research and public health, 16 (19), 3556, https://doi.org/10.3390/ijerph16193556. 

Weaver, D. (2006). Sustainable tourism theory and practice. Oxford, UK: Elsevier.  

Wilson, M.W. (2012). Location-based services, conspicuous mobility, and the location-aware future. 

Geoforum 43, 1266–1275. 

Wilson, M.W. (2014). Geospatial technologies in the location-aware future. Journal of Transport 

Geography, 34, 297–299.  

Xiang, Z., Wang, D., & O’Leary, J.T. (2015). Adapting to the Internet: Trends in Travelers’ Use of 

the Web for Trip Planning, Journal of Travel Research, 54(4), 511–527. 



Geographia Technica, Vol. 14, Issue 2, 2019, pp 162 to 172 
 

MAPPING OF ACCESS MODE CHOICE PROBABILITY BASED ON 

MULTINOMIAL LOGIT MODEL TO GET THE COMPETITION 

DESCRIPTION OF AIRPORT ACCESS MODES  
 

WIRYANTA1, Ria Asih Aryani SOEMITRO1, Ervina AHYUDANARI1* 

 

DOI: 10.21163/GT_2019.142.14 
 

ABSTRACT: 

Airport mode choice is an essential facilities requirement for air travelers. The various 

purpose of the travelers from a vast area of origin needs to be accommodated in order to 

guarantee the seamless movement of the travelers.  This paper proposes a model to provide 

an alternative of access mode choice for Juanda International Airport (JIA). The model is 

based on the mapping of air traveler characteristics from 38 Districts in East Java. This 

paper considered travelers pattern of JIA that was analyzed using a multi-nominal logit 

model. The obtained model is useful in developing a map for identifying the districts that 

can be facilitated by public transport. The results also provide variables effect in the mode 

selection process.    

   
Key-words: Access mode, Mode choice, Mode choice probability.  

 
1. INTRODUCTION 

Quality of access land transport to or from the airport is greatly determined by the 

choice of its transportation mode. This mode choice is influenced by socioeconomic and 

demographic features,  trip characteristics, available modal options, and road geographies 

(Pasha & Hickman, 2016). Quality of access road is also influenced by the development of 

a city. Quantitatively, it can be stated that the bigger city in which there is an airport will 

lead to more number of access trip to or from the airport.  JIA masterplan state that JIA was 

designed to serve ultimately 75 million per year.   

This large number of passengers will cause high traffic access to JIA. Handling of 

access traffic must be adjusted to the results of in-depth research so that effective policies 

can be produced. The policy of regulating transportation access always leads to the use of 

high occupancy modes such as buses or trains. Therefore, it is important to examine the 

behavior of the choice of access mode in JIA with the consideration that the choice of 

modal behavior is unique which differs from one region to another or from one airport to 

another. The diversity of modal choice behavior is the result of the diversity of 

characteristics of airport users. Based on literature studies, many researchers have examined 

the choice of airport access modes. The purpose of research can be classified into two, 

namely identifying variables that influence the mode selection and making mathematical 

models of modal choices. Methodologically, the study of access mode choice can be 

distinguished based on the variables used, the type of model used for analysis and model 

segmentation. There are many variables that influence access mode choice in an airport. 

Each airport has unique variables, meaning that it differs from one airport to another. But 

there are 6 (six) variables that are most often used by researchers in constructing mode 

choice models at various airports in the world, as in Table 1. 
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      Table 1.  

The most popular variables that influence airport access mode choice 

 

No. Variables Reseachers 

1 Travel time Harvey (1986), Furuichi & Koppelman (1994), Psaraki & Abacoumcin 

(2002), Gupta et al (2008), Jou et al (2011), Tam et al (2011), Alhussein 

(2011), Keumi and Murakami (2012), Tsamboulas et al (2012), 

Mamdoohi et al (2012), Choo et al (2013), Chang (2013), Akar (2013), 

Roh (2013), Bao et al (2015), Lee Kyu et al (2016), Gokasar & Gunay 

(2017) 

2 Travel cost Harvey (1986), Furuichi & Koppelman (1994), Psaraki & Abacoumcin 

(2002), Gupta et al (2008), Jou et al (2011), Tam et al (2011), 

Tsamboulas (2012),  Bao et al (2015), Gokasar & Gunay (2017) 

3 Trip purpose Harvey (1986), Psaraki & Abacoumcin (2002), Mamdoohi et al (2012), 

Choo et al (2013), Chang (2013), Akar (2013), Roh (2013), Bao et al 

(2015), Arbues et al (2016) 

4 Household 

income 

Harvey (1986), Gupta et al (2008), Alhussein (2011), Keumi and 

Murakami (2012), Mamdoohi et al (2012), Choo et al (2013), Akar 

(2013) 

5 Airport user’s 

age 

Chebli & Mahmassani (2003), Gupta et al (2008), Jou et al (2011), Tam 

et al (2011), Mamdoohi et al (2012), Choo et al (2013), Chang (2013), 

Akar (2013), Roh (2013) 

6 Gender ,Chebli & Mahmassani (2003), Gupta et al (2008), Mamdoohi et al 

(2012), Chang (2013), Akar (2013), Roh (2013) 

 

There are three models that are often used in formulating airport access mode 

selection, namely the multinomial logit (MNL) model, nested logit (NL) and the 

multinomial probit (MNP) model. Among the three models, the MNL model is the most 

commonly used. Because mathematically the easiest execution. The MNL model must 

fulfill the axiom of Independent of Irrelevant Alternatives (IIA), that is "if two alternatives 

have the opportunity to be chosen, the ratio of one opportunity to another opportunity is not 

affected by the existence of other alternatives in a set of choices". So in MNL, the Pj / Pi 

ratio is a constant that does not depend on other choices. This can be considered as an 

advantage of the model because it can control new problems quite well. But this behavior is 

considered as a deficiency that causes the model to be not good if there are alternatives that 

are correlated.  

The existence of modal hierarchies in one group or the existence of correlated modal 

choices causes the IIA axiom conditions to be unfulfilled. So in such conditions, the MNL 

model cannot be used. For this reason, a Nested Logit (NL) selection model is needed. 

According to Kropko (2008), the advantage of MNP compared to MNL or NL is that MNP 

is not associated with the axioms of IIA. But MNP is mathematically more complicated in 

its solution. In general, if there are N choices, then solving MNP uses N-1 tuple integrals. 

The MNP model will become unstable when executing mathematical equations with 

quadruple integrals upwards. In that condition, the MNP model will always fail to estimate. 

Therefore, MNP is more efficient when there are fewer choices. If there are more 

alternative modal choices (more than four choices), the MNL model is more stable than the 

MNP model. This research uses the MNL model because it involves 6 (six) modal choices 

and there is no hierarchy in the selection. 
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The purpose of creating a mode choice model is to determine the behavior of airport 

users in selecting access modes. Quantification of this model will produce a modal choice 

probability. This probability will become a benchmark of acceptance or rejection of the 

access mode being operated. The identification of this probability value is the same as the 

identification of the market share of access mode users. To obtain complete identification 

results, the researchers made modeling classifications based on market segmentation. There 

are two segmentations most often made by researchers namely business and non-business 

(pleasure) (Furuichi & Koppelman, 1994; Keumi and Murakami, 2012; Mamdoohi et al, 

2012; Choo et al, 2013; Lee Kyu et al, 2016). Other segmentations that are also often made 

by researchers are residents and non-residents (visitors), as did Harvey (1986), Psaraki & 

Abacoumcin (2002), Gupta et al (2008), Tam et al (2011). Of the many researchers in 

modeling the access mode, a segmentation based on the area of origin of the passengers in 

an airport catchment area has not been discussed. This might be caused by development of 

the city. For the city that growing not following certain pattern, the transportation facilities 

will be difficult to be provided. This segmentation is important in order to know the spatial 

distribution of demand in the airport catchment area. Information about the value of the 

probability of choice and spatial location of demand will be useful in designing routes for 

access modes that have certain routes such as buses or trains. 

Based on the description above, a model based on the area of origin of the passenger 

has not been explored more.  The origin of the air travelers will provide useful information 

in designing the type of access mode that is suitable for the certain airport. The origin of air 

traveler represents the accessibility index of the airport. The higher the index determines 

that the airport has high accessibility inland as well as air. Land accessibility means the air 

traveler has easiness in traveling to the airport, though they come from the far area from the 

airport. Air accessibility means that the airport provides a number of routes and has a high 

frequency of flight for each route.   

This research focuses more on modeling the airport access mode based on the origin 

of passengers. This model will be a base of planning airport access mode in the populated 

area and distributed in wider coverage. Therefore, this research is expected to be an 

additional method in designing the airport access mode. 
 

 

2.    METHODOLOGY  

 

2.1. Factor Analysis 

 

Factor analysis is conducted in order to identify the effects of variables that have been 

studied previously. The analysis process consists of two processes namely data 

summarization and data reduction.  Data summarization is the inter-variable correlation 

identification process; while data reduction is a new data set grouping so that there are 

simpler variable groups. This research involves 19 variables that are considered to have 

effects on access mode choice in Juanda International Airport. Factor analysis is performed 

on several groups of data that have been classified according to certain segmentation. In 

this analysis the data segmentation is based on the area of origin of air passengers. The 

factor analysis refers to the identification of any factors having effects on the airport access 

mode choice from passengers from various cities or regencies as the catchment area of 

Juanda International Airport. There are 29 regencies and 9 cities in East Java Province as 

the catchment area of Juanda International Airport. But, not all respondents taken from 
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random survey represent 38 regency or city areas. Statistically, there are only 5 (five) areas 

meeting the data adequacy aspect, namely Surabaya, Sidoarjo, Malang, Jombang and 

Gresik.   

 

2.2. Mode Choice Model 

 

There are many studies related to the application of this airport access mode choice 

model.  ACRP (2008) has launched some study results of this mode choice model 

application. The choice model structure is generic consisting of 3 types of models namely 

binomial logit/multinomial logit, nested logit and probit models.  The binomial logit model 

is used to compete for two modes while multinomial logit is used to compete for more 

modes simultaneously. The nested logit is used if there is any mode grouping or mode 

hierarchy. The researchers have basic difference namely on the type of explanatory 

variables in the modeling. The explanatory variables for each airport are unique and reflect 

the behavior of mode users. It involves very various explanatory variables between one 

airport and others, also between one researcher and others. It is because of the different 

perception of interest level for each variable in each airport location. Then, the initial step 

to be done before building a model is exploring any considered important variables by 

airport users at Juanda International Airport, Surabaya. Contribution of each variable in the 

model will be the basis for making mode utility analysis and access mode choice 

probability in Juanda International Airport.  

In the context of the choice model using two logistic function alternatives, it can be 

stated as follow: 

 

𝑃(𝑖) =
1

1 + 𝑒−(𝑈𝑖−𝑈𝑗)
 

 

In which Ui and Uj are the utility of i-alternative and utility of j- alternative and P(i) is 

the probability of selecting i- alternative, then P(i) can also be stated in the following forms. 

 

𝑃(𝑖) =
𝑒𝑈𝑖

𝑒𝑈𝑖 + 𝑒𝑈𝑗
 

This form is known as Logit Model or precisely as Binomial Logit Model.  If there are 

more than two choice alternatives, it can develop the following model: 

 

𝑃(𝑖) =
𝑒𝑈𝑖

∑ 𝑒𝑈𝑗
𝑗∈𝐽

 

 

J is the number of alternatives. This function is called as Multinomial Logit (MNL).  

This function has been used broadly in mode choice modeling in the airport by involving 

two or more option alternatives. Initially, the mode choice model can be presented 

conventionally and easily in the form of S-curve. But in a further stage, the logit model 

function can be derived from utility maximum principles, in which decision-makers will 

select any alternatives with the highest utility.  
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2.3. Studied Variables 

 

Based on the literature review there are many variables that influence the choice of 

airport access modes. In this research, 19 variables will be examined which are expected to 

have a significant effect on the modal selection process at Juanda International Airport. The 

19 variables are presented in Table 2.  
Table 2. 

 Studied Variables 

 

No. Symbol  Variables No. Symbol  Variables 

1 Q1 Income  11 Q11 Frequency  

2 Q2 Family number 12 Q12 Party size of the traveler  

3 Q3 Education  13 Q13 Duration of waiting time  

4 Q4 Purpose of trip   14 Q14 Duration of walking time  

5 Q5 Trip duration (travel time) 15 Q15 Number of transfer 

6 Q6 Number of baggage  16 Q16 Security  

7 Q7 Trip cost  17 Q17 Comfort  

8 Q8 Trip distance  18 Q18 Baggage capacity  

9 Q9 Punctuality  19 Q19 Service satisfaction  

10 Q10 Travel time reliability    

 

 

3. STUDY AREA AND DATA 

 

3. 1. Data of passenger’s reference  

 

In survey questionnaires, there are questions related to the social-economic data and 

preference data of respondents.  Respondent preferences are respondent's response 

toward some variables that influence their access mode choice. In this survey, the 

respondents are asked to state their responses on the variables written on the 

questionnaires. The responses are stated into five category levels, namely, Strongly Agree 

(SA), Agree (A), Neutral (N), Disagree (D) and strongly disagree (SD).  Recapitulation of 

preference data is presented in Table 3. A high percentage of strongly agree shows that 

the variable is very popular. These variables are service satisfaction, comfort, security, 

trip cost, punctuality and travel time reliability. On the other hand, the least desirable 

variables can be identified based on the percentage of strongly disagree. The variables 

that are least desirable are education, family number, income, duration of walking time, 

trip cost and party size of traveler. 

  

3. 2. Data of mode choice  

 

There are five operating existing access modes in Juanda, namely Bus, Taxi, Travel 

Car, Private Car, and Motorcycle. To improve the quality of airport access trips, the 

Government plans a new mode, Train. This train transportation is designed to be elevated 

by the Gubeng Station - Waru Station - Juanda International Airport. In the questionnaire, 

it is asked about what modes will be chosen by the respondents if the airport train is 
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assumed to have operated according to the route. This survey can obtain data from the 

mode selection. The selection proportion of Bus is 8,3% and the other modes 

consecutively are Train 35,0%, Travel Car 5,4%, Taxi 6,9%, Private car 38,4% and 

motorcycle 5,4%.   
Table 3. 

Recapitulation of Airport Passenger Preference Data’s. 

  

Variables Symbol SA(%) A (%) N (%) D(%) SD (%) 

Income  Q1 24,2 34,8 7,6 26,2 7,2 

Family number Q2 15,7 35,4 12,3 26,6 10,0 

Education  Q3 7,2 12,3 20,8 45,9 13,8 

Purpose of trip   Q4 27,2 33,9 16,9 18,3 3,7 

Trip duration (travel time) Q5 42,4 41,2 8,9 6,2 1,2 

Number of baggage  Q6 29,1 35,6 12,3 19,7 3,3 

Trip cost  Q7 50,1 27,6 6,3 11,7 4,3 

Trip distance  Q8 32,3 50,4 6,7 8,1 2,4 

Punctuality  Q9 49,1 37,1 4,9 7,9 1,0 

Travel time reliability Q10 43,1 36,7 8,8 9,6 1,9 

Frequency  Q11 31,0 39,9 10,8 16,4 1,9 

Party size of traveller  Q12 24,0 29,2 13,4 29,1 4,2 

Duration of waiting time  Q13 30,2 37,2 13,3 16,4 2,8 

Duration of walking time  Q14 18,8 33,6 15,8 25,4 6,4 

Number of transfer Q15 34,0 29,4 14,8 19,0 2,8 

Security  Q16 57,0 33,0 4,3 5,2 0,4 

Comfort  Q17 62,0 29,6 4,0 4,2 0,2 

Baggage capacity  Q18 34,1 43,7 8,0 13,7 0,6 

Service satisfaction  Q19 65,8 26,3 3,2 3,9 0,8 

 

4. RESULTS AND DISCUSSION 

 

4. 1. Results of Factor Analysis  

 

Factor analysis is a set of processes consisting of variable selection, variable grouping 

and creating simpler new factors. Results of all processes will create new factor 

formulations that contain a group of variables. From the responses to 19 variables that are 

processed in factor analysis, a number of new factors can be produced which are fewer than 

the number of origin variables.   The number of new factors and their magnitude survey 

presented as a whole in Table 4. 

Each factor in the table above has a number of certain influences ranging from the 

largest to the smallest. A large amount of influence shows that these factors are very 

dominant to be considered in the selection of access modes by passengers. The formulation 

and amount of contribution from the most dominant factors in each region are as shown in 

Table 5. 
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Table 4.  

The number of new factors and the total contribution of all factors. 

 

Districts 
Number of 

New Factors 
Name of Factors 

Contribution of all 

Factors (%) 

Surabaya 6 

Transportation (Su1), Social (Su2), 

Accessibility (Su3), Satisfaction (Su4), 

Baggage (Su5), Travelling-1 (Su6) 

61,88 

Sidoarjo 6 

Satisfaction (Si1), Transportation (Si2), 

Social (Si3), Accessibility (Si4),  Travelling-

2 (Si5), Party size (Si6) 

64,08 

Jombang 4 
Satisfaction (Jo1), operational pattern-1 

(Jo2), travelling-3 (Jo3), total trip cost (Jo4) 
68,07 

Gresik 4 

Operational pattern-2 (Gr1), satisfaction 

(Gr2), operational pattern-3 (Gr3), party size 

of traveler (Gr4) 

70,68 

Malang 4 

Operation & convenience (Ma1), 

satisfaction (Ma2), social (Ma3), frequency 

(Ma4) 

68,62 

 

 
Table 5.  

The formulation of the most dominant factors. 

 

Districts 
Most dominant 

factors 
Formulation 

Contribution 

(%) 

Surabaya Transportation (Su1) 
0,653Q8 + 0,715Q9 + 0,753Q10 + 

0,618Q11 
13,423 

Sidoarjo Satisfaction (Si1) 
0,839Q16 + 0,838Q17 + 0,671Q18 + 

0,801Q19 
14,678 

Jombang Satisfaction (Jo1) 
0,638Q1 + 0,832Q16 + 0,855Q17 + 

0,876Q19 
22,400 

Gresik 
Operation pattern-2 

(Gr1) 

0,548Q5 + 0,673Q8 + 0,883Q9 + 

0,852Q10 
22,479 

Malang 
Operation & 

convenience (Ma1) 

0,513Q5 + 0,552Q8 + 0,817Q9 + 

0,822Q10 + 0,766Q16 + 0,777Q17+ 

0,514Q18 

26,376 

 

Factor analysis in Table 3 and Table 4 produces factors that influence modal choice 

in general, not yet referring to certain types of modes. To see the effect of these factors 

specifically per mode, it is necessary to make a mathematical model of mode choice to 

quantitatively determine the probability value of selection. 

 

4. 2. Logit Model of Mode Choice Probability  

 

The logit model is a comparison of probability function between a certain mode and 

reference mode. In this analysis, the reference mode is a private vehicle. There is five 

models in a set of the multinomial model in a studied district.  Those are the logit model for 

Bus, Train, Taxi, Rent Car, and Motor Cycle. As the results, the logit models of mode 

choice for some regions as the hinterland of JIA are as follow: 
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Tabel 6.  

Logit models of access modes 

 

Origin 

Districts 
Modes Logit models (g(x)) with private car as reference mode 

Surabaya Bus -14,49 - 0,03Su1 - 0,14Su3 + 0,36Su4 + 0,75Su5 + 0,22Su6 

 Train -6,78 + 0,18Su1 – 0,10Su3 + 0,16Su4 – 0,11Su5 + 0,36Su6 

 Taxi -8,98 + 1,17Su1 + 0,06Su3 + 0,09Su4 – 0,06Su5 + 0,30Su6 

 Travel car -72,36 – 0,41Su1 + 4,93Su3 – 0,76Su4 – 0,49Su5 – 0,75Su6 

 Motorcycle 0,68 + 0,06Su1 + 0,03Su3 – 0,50Su4 – 0,38Su5 + 0,45Su6 

Sidoarjo Bus -6,01 + 0,09Si1 + 0,10Si2 – 0,02Si5 + 0,18Si6 

 Train -5,89 + 0,27Si1 – 0,01Si2 – 0,07Si5 – 0,02Si6 

 Taxi -13,87 + 0,22Si1 + 0,40Si2 + 0,23Si5 – 0,23Si6 

 Travel car -3648,33 + 16,29Si1 – 31,83Si2 – 23,97Si5 + 415,62Si6 

 Motorcycle -4,33 – 0,31Si1 + 0,34Si2 + 0,35Si5 – 0,40Si6 

Jombang Bus 8,28 – 1,04Jo3 

 Train 3,80 – 0,41Jo3 

 Taxi 2,27 – 0,49Jo3 

 Travel car -3,95 + 0,24Jo3 

 Motorcycle 0,70 – 0,24Jo3 

Gresik Bus 0,55 – 0,38Gr1 + 0,15Gr2 + 0,15Gr3 

 Train -14,06 – 0,21Gr1 + 0,65Gr2 + 0,51Gr3 

 Taxi -21,28 + 0,61Gr1 + 0,53Gr2 + 0,08Gr3 

 Travel car -26,24 – 0,73Gr1 + 0,88Gr2 + 1,67Gr3 

 Motorcycle -16,16 + 1,08Gr1 – 0,28Gr2  - 0,16Gr3 

Malang Bus 0,25Ma2 + 0,01Ma3 – 1,46Ma4 

 Train 0,09Ma2 – 0,21Ma3 + 0,22Ma4 

 Taxi 154,56Ma2 + 121,39Ma3 – 1534,70Ma4 

 Travel car -0,01Ma2 – 0,22Ma3 + 0,19Ma4 

 Motorcycle 113,25Ma2 + 94,32Ma3 – 1141,19Ma4 

 

Based on the Logit Model above, it can formulate the probability model of each 

mode. Generally, the formulation of each mode choice probability is presented in the 

following equation: 

 

𝑃(𝐵𝑢𝑠) =  
𝑒𝑔(𝑥)𝐵𝑢𝑠

1+𝑔(𝑥)𝐵𝑢𝑠+𝑔(𝑥)𝑇𝑟𝑎𝑖𝑛+𝑔(𝑥)𝑇𝑎𝑥𝑖+𝑔(𝑥)𝑇𝑟𝑎𝑣𝑒𝑙+𝑔(𝑥)𝑀𝑜𝑡𝑜𝑟𝑐𝑦𝑐𝑙𝑒
 ,  

 

and 

 

𝑃(𝑃𝑟𝑖𝑣𝑎𝑡𝑒 𝑐𝑎𝑟) =  
1

1+𝑔(𝑥)𝐵𝑢𝑠+𝑔(𝑥)𝑇𝑟𝑎𝑖𝑛+𝑔(𝑥)𝑇𝑎𝑥𝑖+𝑔(𝑥)𝑇𝑟𝑎𝑣𝑒𝑙+𝑔(𝑥)𝑀𝑜𝑡𝑜𝑟𝑐𝑦𝑐𝑙𝑒
. 
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Quantitatively, model choice probability values can be calculated based on the Mode 

Choice Probability Models above. Q value is the quantification of the respondent’s 

answers. SD response has 1 value; D has 2 value, N has 3 value, A has 4 value and SA 

has 5 value. Factor value is obtained by substituting the variables (Q) in factor 

formulation. The factor value is then substituted in logit function and probability 

equations so that it can obtain the probability value of each mode, as in the following 

tables.  
Table 7.  

Average probability values of modes choice 

 

Districts Average Probability Value of Modes 

 Bus Train Taxi Travel Private car Motor cycle 

Surabaya 0,00681 0,02285 0,00587 0,00000 0,81020 0,15427 

Sidoarjo 0,04166 0,13231 0,00378 0,00000 0,79094 0,03131 

Jombang 0,34031 0,32756 0,03974 0,02968 0,20292 0,05980 

Gresik 0,30312 0,03694 0,00187 0,00035 0,65617 0,00155 

Malang 0,09996 0,36587 0,00000 0,13740 0,39677 0,00000 

 

Based on the choice probability values, private vehicles are still the most interest 

mode by air passengers in all the studied areas. This is reasonable because private vehicle 

modes have high flexibility compared to other modes.  The priority of transportation 

arrangement policies in airports in the world is to encourage the use of high-occupancy 

vehicles such as trains and buses. The policy aims to reduce the traffic load on the 

highway which is an access road to the airport, minimize the environmental impact due to 

the density of vehicle traffic and also to save energy. Along with that, the Indonesian 

Government is working with the airport management company to hold bus and train 

transportation as an airport access mode. This policy will also be applied at JIA.  

Regarding the plan to operate the airport train, passengers from Malang and 

Jombang areas indicate a great interest in the mode. This is due to two issues, firstly 

because there is already a train line to Surabaya and the second because there is a quite 

rapid highway to the airport. In conditions of crowded highway traffic, the use of private 

vehicles is uncomfortable. For passengers from Surabaya and Sidoarjo, they have low 

interest in both train and bus modes. It can be assumed that it is caused by a relatively 

close distance to the airport location. So for passengers from Surabaya and Sidoarjo, the 

mode of private vehicles and motorcycle become the favorite modes. Especially for 

passengers from Gresik, it can be seen that there is a low interest in the mode of the train 

because there is yet available train line. While the existing bus lines are available serving 

the Gresik - Airport routes. So the interest in using bus modes is relatively high compared 

to train mode.     

Efforts to encourage the use of high-occupancy vehicles must pay attention to the 

factors that explicitly influence the choice of modes, as in Table 5. For example for 

passengers from Surabaya, the choice of train mode is strongly influenced by the 

transportation factor (Su1), satisfaction factor (Su4) and traveling-1 (Su6) factors. The 

magnitude of the influence of each factor is the exponential value of the parameter 

coefficient. 
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5. CONCLUSION  

 

Research in mapping the pattern of selection airport access mode brought the results 

in charateritics of access mode choice by passengers of JIA. Overall JIA currently serves 38 

(thirty eight) districts in East Java province, but only 5 (five) districts are the object of 

analysis in this study because of the reason for the adequacy of the data in statistics.  Based 

on passengers characteristics and origin of passengers, private car dominated for all 

passenger’s district areas except Jombang. This is due to the distance and the availability of 

access mode. This domination is not applicable for passengers from Jombang that has 

around 89 km from JIA. This selection due to the mix traffic to the airport that cause longer 

travel time. The domination of private car for almost all JIA’s passengers imply that the 

distribution of originating passengers cause ineffective planning of public transport to serve 

the passengers. The public transports, as airport access modes, should be planned in the 

regional corridor which has a high probability of modal choice. The high probability of 

mode choice shows the high interest of passengers in the mode.  Therefore, spacially 

mapping the probability of choosing a mode in airport catchment area becomes very 

important.  However, this may can be investigated further by having projecting the raise of 

the demand from each districts. If the demand from each area of study growing fast, the 

possibility of having specific bus route or train route, as in Soekarno Hatta Airport, can be 

proposed. 
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